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ABSTRACT

A harmonic finite element circulation model and an Eulerian-Lagrangian
transport model have been modified and applied with high spatial resolution
to Boston Harbor. The applicability of volatile halogenated organic
compounds  VHOC! .  present in municipal sewage discharges! as tracers has
been examined with the intent of using these compounds to calibrate the
transport model. The source function of the chlorinated solvents are too
complicated to facilitate their use as tracers. However, the trihalo-
methanes, especially bromodichloromethane and chlorodibromomethane, appear
well suited to serve as tracers in coastal waters. Model simulations agree
well with measurements, and calibrated parameters have physically realistic
values, indicating that the models adequately represent the major processes
acting in the system. Further validation efforts are therefore recommended.
Model calibrations are used to investigate the processes of volatilization
and physical mixing in the harbor. Solution of the inverse problem to
determine piston velocities and dispersion coefficients is somewhat limited
by inadequate calibration data. Calibrated piston velocities for
bromodichloromethane and chlorodibromomethane range from 2 to 5 cm/hr,
corresponding to stagnant film thicknesses of 80 to 200 pm. These results
fall between those found for open ocean sites and small lakes and agree wel't
with empirical relationships based on wind speed. Calibrated dispersion
coefficients indicated a harbor flushing time of one to two weeks.
An attempt is made t'o elucidate volatilization mechanisms acting in the
harbor by comparing calibrated piston velocities of two compounds. Due to a
lack of calibration data, results are inconclusive. Nevertheless, this
technique for investigating the process of volatilization is illustrated and
shown to be applicable to complex systems which cannot be studied using
traditional methods. Effective use of this method in the future vill
require synoptic observations in both the intermediate and far fields as
veil as a detailed knowledge of the source strength.
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Chapter 1

Introduc tion

1.1 M tivati n and ls

The disposal of municipal and industrial wastes into coastal waters

such as Boston Harbor is widespread. Sewage, industrial, and stormwater

releases can introduce a large variety of hazardous compounds. infectious

microor~isms, suspended solids. and oxygen-consuming organic matter into

the surrounding waters. The resulting contamination not only diminishes

the ability of the area to support recreational activities such as swim-

ming, boating, and fishing, but may also seriously restrict cosinercial

fishing and have adverse ecological effects.

Fortunately, programs are beginning to be implemented to clean up

these coastal waters and better manage and utilize their resources in the

future. Mch programs involve engineering and management decisions which

must ultimately be based on a good understanding of the complex physical'

chemical. and biological processes occurring in the region. The applica-

tion of an accurate mathematical simulation model, coupled with complemen-

tary current measurements and tracer experiments, can be used to ~in this

understanding.

Unfortunately, present predictive techniques re~xrding the physical

mixing of contaminants in coastal waters are generally inadequate. Previ-

ous modeling efforts in Boston Harbor, for example, have been limited, to a

large extent, by the computational expense of existing models. Norever,

calibration of these models is typically based on only sparse current

-13-



~urements and sssLL 1-scale tracer experiments. Hence, our knowledge of
the long-term physical transport of contaminants in coastal environments is

quite Limited The chemical and biological processes affecting the fate of
contaminsnts released into coastal waters are also poorly understood. Such
processes include volatilization across the air-sea interface. interaction
with particulate matter, and biologically snd chemically mediated degrada-

tion and removal. Although these processes have been studied in the labo-

ratory, the extrapolation of this inforssttion to the coastal environment is

of tentimes diff icult.

In light of the above, there has been ongoing research at NIT into

1! the development, application, end validation of cost~ffective. yet

accurate, sstthematical models for siamlating circulation and pollutant

transport in tidal embayments such as Boston Harbor. and 2! the description

and quantification of the chemical and biological processes affecting the

fate of chemicals in aquatic environments. The present work is mxltidisci-

plinary in nature and contributes to both of these efforts. It represents

the initial steps of a model calibration and verification study. The issse-

diate goals of this work were to use a combined measurement/modeling ap-

proach in Boston Harbor to: 1! vs.lidate newly developed mathematicaL simu-

lation models, 2! begin to quantitatively evaluate large-scale  kilometers!

Pollutant transport in the region, and 3! specifically investigate the

Process of volatilization in the harbor. The ultimate goal of this study

is to combine hydrodynamic circulation and transport modeling with comple-

mentary current velocity measurements and large-scale tracer experiments

to develop a flexible modeling framework which can be used as an

~fficient predictive tool for coastal zone management.

-14-



cific Ob ectives

Based on these general goals, the present «ork had the following

specific obgectives- 1! identify and quantify a number of halogenated

hydrocarbons in municipal sewage effluent in order to assess the suitabili-

ty of these compounds as large-scale tracers of sewage-related contamina-

tion; 2! determine the spatial distribution of concentration of these trac-

ers in Boston Harbor during different seasons and use this information to

qualitatively evaluate pollutant transport in the region; 3! modify previ-

ously developed mathematical circulation and transport models and apply

them to Boston Harbor in order to predict twoMimensional contaminant

concentrations; 4! calibrate predicted concentrations to observed tracer

concentrations in the harbor in order to evaluate the predictive capablili-

ties of the models and quantitatively investigate pollutant transport in

the region; 5! utilize the previous results to evaluate the usefulness of

the chosen compounds as tracers; and 6! use the results of the tracer

experiments and the model calibrations to determine the volatilization

rates and mechanisms operating in this coastal region. Through the suc-

cessful completion of these tasks, we will not only develop the basis on

which to predict the physical mixing of chemicals introduced at any point

throughout the region, but will also gain a better understanding of an

important process. volatilization.

1.3 Overview

Each of these topics is treated at various levels of detail in the

following chapters Due to the multidisciplinary nature of this work, an



ef fort has been made to present the Imterial at a level that can be fol-

io«ed by chemists and modelers alike.

 Rapter 2 provMes the necessary background information regarding the

chemical aspects of the study. This includes both a discussion of the

chemistry of the tracers and a brief presentation of chemical volatil iza-

tion theory. ~pter 3 describes the matheitical models that were used to

sfggllate circulation and pollutant transport in the harbor. Chapter 4

presents the results of tracer measurements in the effluent end the harbor,

from «hfch some qualitative infornmtion regarding harbor mixing is in-

ferred. ~ter 5 describes the application of tbe sm,theitfcal models to

Boston Harbor. Gal ibration of the models to measurements is described in

Chapter 6, mxxl the results are discussed. Finally. CXmyter 7 presents the

caaclusians of cxar study and Mentlfies areas for future worlc mnd

improv~nts.

-16-



Ampter 2

Chemical Aspects of the Tracers

The physical mixing of natural waters and the concurrent volatiliza-

tion mechanisms affecting the fate of many chemicals discharged into these

waters can be extremely complex. This is particularly the case in hydrody-

namically complex coastal waters such as Boston Harbor. The present work

utilized a chemical tracer study to gain valuable insights into both of

these processes. Tracers were used to study both large-scale mixing in the

region and the process of volatilization across the air-water interface.

This was accomplished by calibrating a mathematical model to tracer mea-

surements made in the region. The physical mixing and volatilization

processes acting in the region were then evaluated based on the calibrated

values of the model parameters representing these processes. This chapter

presents the necessary background information regarding the chemistry of

the tracers that were used in this study. It also addresses the topic of

volatilization, and how one can use tracers to study this process.

2.1 Ch ice of Tracer

Chemical tracers have been used for some time to study water movements

and mixing characteristics of inland and coastal waters  Stewart et al.,

1971; Huang, 1971: Bowden and Lewis, 1973: Murthy, 1974!. A great deal of

knowledge regarding the advective and dispersive processes acting in a

system can be inferred from the results of a tracer experiment. Such

experiments consist essentially of determining the concentration of a trac-

er at its source s!. subsequently observing the tracer at a number of loca-

� 17-



tions throughout the water body, atxl finally deducing the flow field and

dispersion characteristics necessary to explain the spatial and

tracer distribution patterns. Tracer experiments have also been used to

some extent to investigate volatilization rates in natural «ater bodies

 e.g., Eroecker and Peng. 1974- .Emerson. 1975. .Schwarzenbach et al.,

Hesslein et al.. 1980; Duran and Hemond. 1%M!. These studies have used

either a mass balance approach or have made inferences from isotopic frac-

tionation in order to quantify volatilization rates. and have been typical-

ly restricted to simple lakes. streams. or open ocean systems.

Tracer experiments can utilize either continuous or instantaneous

sources and can be based on natural  e.g., COs!, artiiically introduced

 e.g.. dye!. or ongoing  continuous! anthropogenic  e.g.. industrial and
|atnicipal discharges! inputs. Centinuous input experi~ts are better

suited to study lang-tare, large-scale phenasena. Norevoer, ef fective

natural tracers are inadequate for most applications and artificially

introduced tracers are constrained by cost and practicality  especially for

large-scale continuous experiments!, as well as environmental acceptabi lty

 e.g., radioactive tracers!. In light of these considerations, we chose

utilize existing anthropogenic inputs for our tracer experiments.

A good chemical tracer must satisfy three criteria: 1! it should have

an understandable source function; 2! it should be readily measurable «ith

out background interferences after dilution to levels several orders of

magnitude below its source concentration; and 3! it should be physically
chemically, and biologically conservative or at worst transform or react

sn easily predictable manner  Helz. 1980!. Based on a consideration of



these criteria, as well as the fact that we were interested not only in

tracing large � scale water movement, but also in simultaneously studying the

volatilizaton process, a suite of low~lecular-weight halogenated hydro-

carbons appeared well suited to serve as our tracers.

The compounds that we chose belong to a group of chemicals known as

the volatile halogenated organic compounds  VHOC!. These compounds, along

with some of their physiochemical properties, are listed in Table 2.1. The

sources of these compounds vill be discussed in Section 2.2. Primarily due

to the recent interest in a subclass of these co|npounds  the trihalo-

methanes!, the available analytical methods have become highly developed.

For example, Dyrssen and Fogelquist �981!, using gas chromatography with

electron capture detection, were able to achieve part-per � trillion detec-

tion limits with a relatively quick and simple analytical technique.

The VHOCs are not conservative tracers. Nevertheless, they do not

exhibit a strong tendency to sorb to particulate natter  Helz and Hsu,

1978! and are essentially chemically and biologically inert over time

scales oF interest  NAS, 1978!. The mechanism primarily responsible for

their removal from natural waters is volatilization. The process of vola-

tilization is well studied and a good deal of literature exists on the

subject  Section 2.4!. Therefore, the nonconservative behavior of these

compounds does not pose any serious difficulties, In fact, one may be able

to use this nonconservative behavior advantageously to l,! infer something

about the mixing characteristics of the system; and 2! simultaneously

elucidate information regarding volatilization mechanisms and reaeration

rates. This vill be expanded upon in Section 2.3.



Table 2.1

Phgsiocheaical Properties of Selected Tracers

solu- b
SP bility '

M3 fseL4l.

v8por b
press.
~atm

Formula NW

lp-q.7B

10-1.60
I, 1. 1-tr ichloroa thane

tatrachloroedgr lane

trichloroethylene

carbon tetrachloride

133. 41

165. 83

74. 1

121.0

10 '."
lp-a.ss

131.39 87

10

lp-i.so
chlorof ore

braaodichloraeathane

chlarodibraeaaethane

braaaiora

10

10 *

a Vmst  i@F5!
b at 25C
c distilled eater values shown for sake of casyomB-to-caegwund ceeyari-

san; ionic strength effect should ba approximately the saae for nll
awyounde  Hunter~ith et al.. 1983!

d free Tenet �FFS!. Neclmgr and Shiu �981!, or astieatad fraa K

according to RLnsch and ~ �979! and Chiou and Freed �977!
e from %east �$Pi! or estiamted froa solubility and Henry's Law constant

 Nlcholson at e.l., 1984!
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CHs XX.s

CXLs~ls

DKl~ls

 Xi.i

Gals

QSrCLs

QSriC}

Cars

153. 82

119. 38

163. 83

252.75

76. 54

61.7

120

149.5

10-2 ~ 07

10

10 s ol

lp s.so

1P L ~ ls

1P l ~ ss

10 t 4s

10-L ~ %1



2.2 8 urces f VHOCs

There are four sm.!or pathways by which VHOCs can enter coastal waters.

These are - 1! atmospheric transfer; 2! in situ biosynthesis; 3! industrial

and municipal discharge; and 0! accidental spills  Helz and Hsu, 1978!.

Although atmospheric transfer  e.g., Liss and Slater ~ 1974! and biosynthe-

sis  e.g., Gschwend et al., 1985! have been demonstrated for some corn-

pounds. Helz and Hsu �978! conclude tha.t these are of minor importance in

coastal waters compared to municipal and industrial discharges. Likewise,

it is reasonable to assume that accidental spills will only have temporary

local effects. On the other hand, the effects of non-point sources such as

groundwater leaching of hazardous waste sites has not been sufficiently

investigated to determine whether or not this source is negligible. Cer-

tainly such a source could have a prominent local effect. Helz �980!

concluded that the ma/or municipal and industrial sources would be sewage

treatment plants, waste heat discharges, and ma/or chemical manufacturers,

shippers, and users.

It is convenient to divide the compounds in Table 2.1 into two groups,

based on their amjor sources. These two groups are the "solvents" and the

"trihalomethanes"  THM! The solvents include tetrachloroethylene, tri-

chloroethylene ~ 1,F 1 � trichloroethane, and carbon tetrachloride. The

trihalomethanes include chlorodibromomethane, bromodichloromethsne, and

bromoform. Chloroform is a member of both groups.

The solvents are compounds used in such activities as degreasing, dry

cleaning, stain removal, and as media for chemical processes. Table 2.2

details some of the uses of each of the solvents These compounds are



Table 2.2

Uses and Ulti~te Sources of Selected Solvents

A li i ns

te trachloroethy lena

carbon tetrachloride

chlorof orm

 from Verschueren. 1977: and Sittig, 1979!
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1,1.1-trichloroethane

trichloroethylane

degreasing agent; dry cleaning agent; propel lant
degreasing agent: dry cleaning agent; solvent:
heat exchange liquid: fumigant; organic reagent'
anesthetic

dry cleaning agent. degreasing agent'
reagent and intermediate; heat exchange liquid;
solvent

all-purpose solvent; dry cleaning agent; fumigant'
drying agent; extractant; degraasing agent
all purpose solvent; chemical reagent; insecticide



released into the environment in large quantities primarily through munici-

pal sewage discharges and local industrial outfalls. Estimated production
and release rates are presented in Table 2.3 and Table 2.4 to illustrate

the order of magnitude of the quantities involved.

The trihalomethanes have a quite different source history. These

compounds are primarily the products of reactions between chlorine snd
naturally occuring orgmic material, That is, they result from the chlori-

nation of discharge water. The reactions leading to the formation of the

trihalomethanes are illustrated in Figure 2.1. Rook �974, 1975! first

reported on the occurrence of these compounds in chlorinated water

supplies. Since then there has been a plethora of literature on the

subJect  e.g., Jolley, 1978; Jolley et al., 1978; Jolley et al., 1980;

Jolley et al., 1983!.

Various formation mechanisms have been suggested  e.g.. Rook. 1977;

Norris and Baum, 1978; Guroi et al., 1983!. However, due to the complexity

of the organic precursors and the variety of reaction pathways, the chemis-

try of the trihalomethane reaction is not completely understood. Neverthe-

less, it has been demonstrated  Kavanaugh et al.. 1978! that the reaction

is strongly dependent on, among other things, both the chlorine dosage and

the total or~mic carbon loading. Furthermore. it has been noted that the

relative abundances of the bromo-substituted THMs to the chloro � substituted

'HlNs is a direct function of salinity. That is, chlorination of freshwater

results in a THN distribution favoring chloro-substituted compounds while

chlorination of seawater results almost exclusively in the production of

bromoform  e.g., Helz and Hsu, 1978; Minear and Bird, 1980; Oliver, 1980!.
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Table 2.3

KstiisLted World Production Capaci ties
of Selected Solvents �PF3!

Produc ti on cayaci ty

tet rachl oroathylane

tr ichloroa thy lena

1, 1, 1 � tr i.chloroethane

chlorof ora

carbon tetrachloride

 freya Pearson and NcConnell. 1975!

Table 2.4

Estiited U.S. Release Rates
of Selected Solvents �$lS!

Release rata

tet rach loroe thy lane

trichloroe thylena

1. 1. 1-tr fchloroethane

chloroform

carbon tetrachloride

 from Nelson and Van Duuren, 1975!
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'fhis fs a result of the fact that: 1! oxidizing chlorine is converted

qufckly to oxidizing bromine in the presence of bromide ion  Norris' 1978!

mnd 2! chlorine is preferentially consumed in reactions involving estonia.

orymic mmfnes, and amino acids  Rook, 1974: Helz and Hsu, 1978!- The

kinetics of the 11M reaction will be discussed in �mpter 4.

In contrast to the solvents. the THNs are introduced into a discharge

system !ust prfor to release.  h ssmll amount of these compounds would

also be expected to be present in a sewage system prior to chlorination as

a result of the chlorination of drinking «ater. This, however, is probably

ssmll c4eyared to the quantities created upon chlorination at the se«age

treatment plant.! As a result, the primary sources of 'I%4 to surface

waters are: a! chlorinated se«age discharges, and b! waste heat discharges.

fn which cooling water is chlorinated to control biofouling.

Hence, we have reason to believe that both the solvents and the trf-

balomethanes should be quite comson in coastal regions near population

centers. Table 2.5 documents the widespread presence of these VHOCs in

surface waters near populated regions. However, as pointed out by Helz

�980!, it remains to be seen whether the sources of these compounds tp

system such as Boston Harbor are sufficiently characterizable in terms

both location and strength to faciliate the use of these VHOCs as chemi~i

tracers.

2.3 Advan es of Usi Nulti le Tracers

VHQCs volatilize at dffferent rates due to their differing physioche~

ical properties. This can be readily seen in Table 2.6. By using the
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Table 2.5

frequency

trichloroethylene

tetrachloroethylene

l.i.l-trichloroethane

carbon tetrachloride

chloroform

bromodichlorome thane

ch1orodibromome thane

bromo f orm

12

 from Exing et al.. I977!

SH samples collected

-27-
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Table 2.6

Half-life  in hours!

trichloroethylene

tetrachloroetbylene

1,1. 1-trichloroethane

carbon tetrachloride

chlorofore

brosedichloraoathsne

chlorodibrmxmathane

brumf ore

51

 fram Helz and Hsu, 1978!

Volatilization Half-Lives Assuaing 5 m Nesn Depth
as Deterained Using Stirred Gyratory Beakers



dC
dt L-
� = � 4 � D' t!C

is concentration  mol/m !where C

t is time  sec!

k is a volatilization constant  m/sec!

L is water mixing depth  m!

D' t! is the instantaneous diluti.on rate �/sec!

Assuming at t = 0 the water parcel contains a concentration of CA, then

equation �.3,1! can be integrated to give

 A A! AL �. 3.2!

where D t! is a dilution function  dimensionless!. Repeating the same

procedure for halocarbon B with rate constant k results in

1n C /g! = � k L � D t! �.3,3!

-29-

VHOCs as multiple non-conservative tracers. each with unique volatilization

removal rates. we may be able to discern system mixing and/or quantify

their water-air exchange rates. Such an approach consists of observir!g two

or more tracers simultaneously snd taking advantage of the fact that they

are subjected to the same advective and dispersive processes. Helz �980!

first illustrated this using the following simple example. Suppose the

rate of change with time of the halocarbon distribution within a water

parcel can be represented as:





In the present work, by calibrating a mathematical model to simultane-
ous measurements of a number of VHOCs discharged from the same source s!,

one can infer a volatilization rate for each compund. By comparing the

calibrated volatilization rates for a number of compounds, it may be possi-

ble to elucidate the mechanisms of volatilization in the harbor. Such

information would improve our ability to predict volatilization rates for

dissolved gases such as oxygen, as well as other pollutants of interest.

The remaining three sections of this chapter deal specifically with the
process of volatilization, and discuss in detail how we can make use of the
VHOCs to investigate the mechanism of this important transport process

2.4 Volatilizati n

Volatilization is an important environmental pathway for many com-

pounds of interest. For the chlorinated solvents snd haloforms in this

study, volatilization is the dominant loss mechanism.

The transport of a compound from water across the air-water interface

into the atmosphere is a very complex process, depending both on environ-

mental conditions and physiochemical properties of the compound. The

modeler would like to apply a quantitative expression in which the rate of

chemical transfer across an air-water interface is a function of a few

easily measurable or estimated environmental and physiochemical parame-

ters. Unfortunately, despite a long history of interest in the subject. no

completely reliable theory yet exists  Broecker and Peng, 1984!.
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nevertheless, a num r o
f empirj,cal relationships have been developed

 e g %olff and van der Hei!de, 1982; Mackay and Yeun, 1983! which are
~ ~

useful for genera e ng purpos1 mod li pu poses and contain the dominant determinants
excel-of the volatilization rate, Brutsaert and Jirka �984! provide an

lent review of the volatilization process. %mt follows is a brief
overview of the most cosssonly used and accepted models along with some
general experimental observations.

k ~F/ Q-C!

where k is a piston velocity  m/sec!

F is the net flux  mol/m 'sec!

C is the concentration in the upper few molecular layers of water
8

 mol/m !

C is the bulk water concentration  mol/m !

The oldest, simplest, and most cmrmon model for chemical exchange

across the air-water interface is the stagnant film model  Lewis and

-32-

All of the cosmon models use the piston velocity concept. This arises
from the assumption that the concentration of the chemical in the upper few
~lecu!ar layers of the water is equal to the partial pressure of the gas
in the overlyimg air divided by the compound's Henry's Law constant

 Sroecker and Peng. 19B4!. The ratio between the net flux and the concen-
tration difference between the upper few molecular layers and the bulk

fluid has the dimensions of a velocity-



F � k  C � P/H!

where

�. 4. 3!

�.4. 4!

"c= z
�.4.5!

where k is the overall piston velocity  m/sec!

k is the liquid film piston velocity  m/sec!

the gas film piston velocity  m/s«!

the chemical diffusivity in water  m /sec!

k is

D� is

D is the chemical diffusivity in air  m /s«!
G

Z is the thickness of the water boundary lay« m

Z is the thickness of the air boundary
G

is the mass flux  mol/m 'sec!

1924; Liss and Slater, 1974!. This model assumes that the bulk

reg onsions of the two fluid phases are homogeneously mixed while interfacial

~sport is hindered by the presence of a laminar boundary layer on each

o f the inter f ace  F igure 2. 2a! . Transpor t through these interfaces i s

Qy mo] ecular dif fusion. This leads to the following formulation-



turhvlenoe

"freeh air parens

interface

hach weter ~I

~pj nre E,E Two Simple Models ior Chemical Exchange Across the
Air-Water Inter face
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C is the bulk water concentration  mol/m !

P is the partial pressure of the gas in air  atm!

H is the Henry's Law constant  atm m /mol!

T is the temperature   K!

R is the gas constant  m 'atm/mol ~ 'K!

Z and Z< will ~ in general, be functions of the turbulence level as deter-
mined by water currents and wind. Obviously. this simple model with its

sharp di.scontinuities and uniform boundary layers is physically unrealis-

tic. Nevertheless, the film model is quite useful for visualizing gas

exchange and greatly simplifies calculations. Its formulation embodies

both chemical and environmental factors' and considers both air-side and

water-side resistance to mass transfer. Furthermore, predictions of chemi-

cal exchange rates using the film model are comparable to those found using

more complex models  Lies and Slater, 1974!.

Another commonly accepted model is the surface renews.l model  Higbie,

1935; Danckwerts, 1970!. This model assumes that parcels of water at the

air-water interface  or parcels of air on the other side of the boundary!

are periodically replaced from below  or above! by fresh parcels These

parcels then exchange volatile substances by molecular diffusion through

the interface until they are in turn replaced  Figure 2.2b! This replace-

ment of fluid at the surface by fresh water or air from the bulk is brought

about by turbulent motions. This treatment results in an expession for k

and k of the form.



�.4.7!

where R mnd I are related to the rate of renewal of the fluid parcels

 i.e.. a function of the turbulence!.

Both the stagnant film model and the surface renewal model can be

written in the fore-'

�. 4. 8!

where 0 im a molecular diffusivity  m*/sec!

k is a piston velocity  m/sec!

h is mn envirormental parameter

n = 1 for f i lm model or n = 14 for surface renewal

Other models have been proposed that show different diffusivity dependenc-

ies. For example, Witting �971! and Deacon �977! have each proposed

different models that predict that k should vary as D . O' Connor �984!

has presented a resistance-in-series model that incorporates both film and

surface renewal theory. For a smooth water surface, laboratory experiments

 e.g., Ledwell, 1982; Jahne et al.. 1984a;! tend to suggest a value of

ranging from 0.4 to 0.7. In any case, from a practical point of view

knowledge of the exact dependency of k on D is not essential. Although it

is of scientific interest. the uncertainty in the value of n is not going

to drastically affect predictions. Furthermore, the proposed models de

scribe mass transfer through a smooth surface, a condition generally not
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found in the environment. Hence, the uncertainty in the value of A in

equation �.4.8! is much more important than the uncertainty in the value

of n for predicting k.

It is therefore necessary to focus on the functionality of the envi-

ronmental parameter A. Wind/wave � tunnel experiments show a strong wind-

speed dependence of the rmss exchange rate. However, oceanic field data do

not necessarily verify this effect  Hasse and Liss, 1980!. It is very

difficult to extrapolate laboratory results to natural systems since the

decisive environmental parameters have not yet been fully elucidated. This

is illustrated in Figure 2.3, which shows results from recent wind/wave

tunnel experiments  Broecker et al., 1978; Jahne et al., 1979; Liss et al.,

1981: Merlivat and Memery, 1983; Jahne et al. ~ 1%Ra!. Piston velocities

are plotted versus wind-derived friction velocity. The line represents

predictions for a smooth water surface. The corresponding lab data in

which a smooth water surface was present agree well with theory  Deacon,

1977!. The remaining data points  fa.lling well above the line! represent

observations in the presence of water surface waves. From the figure, we

can conclude- 1! the piston velocity is considerably enhanced in the pre-

sence of surface waves; 2! both in the smooth surface regime and the sur-

face wave regime, the piston velocity is approximately proportional to the

friction velocity; and 3! in the surface wave regime, the scatter around a

straight line drawn through the points is much greater than in the case of

the smooth surface regime  i.e., different piston velocities are observed

at the same friction velocity!. This implies that although k is strongly

dependent on the friction velocity, it also has a secondary dependence on

the wave environment. It is unclear how to correlate this secondary depen�
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FRICTION VELOCITY  cm/sec!

10 1010

10

10

~FT ure 2.3 Summary of Recent Mfnd Tunnel Volatflfzation Experimenta;
p, I.iss et ale m 1981; +, Merlivat and Memery, 1983; 0 and Q

Broecker et al., 1978; remaining symbols, Jahne et a1., 1984a  piston

velocities normalized to Schmidt Number of 600!
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dence with an easily measurable environmental parameter. Nevertheless. it

appears that a simple model in which k is proportional to friction velocity

contains at least the major determinants of the volatilizaton rate for lom-

to~rate mindspeeds  up to -10 mls!.

It is generally observed that at a critical wind speed, the piston

velocity increases abruptly and above this critical value. appears to

increase approximately quadratically with windspeed  Ksnwisher, 1963; Liss,

1973. Nerlivat and Nemery, 1983!. Various mechanisms have been proposed to

account for this phenomenon  Hasse and Liss. 1980!. It is commonly sug-

gested that this enhanced chemical flux at higher windspeeds is a result of

bubble entrainment by breaking waves  e.g.. Kanwisher. 1963; Kersen. 1984:

Broecker and Siems, 1984; Memery and Nerlivat, 1%H!. Laboratory studies

have shown that bubbles from breaking waves can lead to increased piston

velocities  Merlivat and Memery. 1983; Broecker and Siems, 1984!. It is

also cosmonly accepted that gas bubbles of different sizes are present in

the oceans at depths down to at least 40 m, and in the coastal region the

main source of these bubbles is breaking waves  Blanchard and Woodcock.

1957; Kolovayev, 1976; Medwin, 1977; Johnson and Cooke, 1979!.

Nonahan and Spillane �9M! have pointed out that there is a signifi-

cant correlation between piston velocites in the North Atlantic and white-

cap cover. They present a model in which whitecaps act as low impedance

vents punched through the laminar surface layer. This would result in a

reduction of the effective boundary layer thickness. In this respect, this

model can be seen as a modification of a film model.
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An alternative and intuitively more appealing bubbl e inJection model
perceives the bubbles not only as stirring devices, but also as gas trans-
port elements. That is, a bubble is entrained in the water column, reaches
eciuilibrium  or near equilibrium! with the dissolved species, is transport-
ed back to the surface, and releases its modified gaseous load to the
atmosphere  Kanwisher. 1963; Memery and Merlivat, 1984; Broecker and Siems ~
1984; Kersmn, 1984!. Nemery and Nerlivat �984! and Jahne et al. �984b!
have proposed detailed theoretical models to compute ~m transfer with
bubbles acting as transport elements. They conclude that the solubility of

the gas plays an important role in determining the contribution of bubble

infection to gas transfer. 'We present below a very simple bubble in!ection

model which contains the dominant determinants of ~m transfer via bubbles

 e.g., the solubility effect observed «ith more complex models!, while

still retaining analytical simplicity.

ec nN 1

We will assume that the total mass transfer rate is a combination of

both Iss transfer through a water surface and swiss transfer via bubbles:

k=k +k �.5.1!

where k is the total piston velocity

k is the piston velocity for traditional film models

k is the bubble in]ection piston velocity
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er first a single bubble of surface area gB which has a residence

of t in the water column. While submerged, a chemical may diffusetime o

f� the water across a bubble boundary layer into the bubble. When the

b�bbie returns to the surface. it releases all of its internal uses to the

We will make the following assumptions- 1! the water column is

ll mixed and the concentration of the ctssf~ of concern is at steady

and 2! during the bubble's lifetime. its radius does

to hydrostatic pressure or significant dissolution of its

contents  primarily N~ and Os!.

hssuming stagnant f ilm theory, the mass flux of an individual chemical

into the bubble can be described as-

= ~C � PB/H!

where nB is the mass of chemical in the bubble  mol!

D is chemical diffusivity in water  m /sec!

Q is the surface area of the bubble  m !

Q is the water � side bubble boundary layer thickness  m!
CL is the constant bulk water concenrration  mol/m !
H is Henry's Law constant  atm m /mol!3

the bubble  a functionPa«ial pressure of the gas inside the
B

the age of the bubble!  atm!

t film thickness on
water-side controlled b ca

tl the size of a bubble.
the bubble is on the sam o d
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the bubbles injected are the same size an G 'G is the

injected per uni per unit time, the

to bubble injectio

F=nG
� 5.8!

where F is the mass flux  mol/m sec!.

Substituting �.5.6! into �.5,8! we find:

GVB
F = z~r L  'g L!

�.5 9!

Finally, defining the bubble injection piston velocity as in equation
�-<-1! and assuming spherical bubbles of radius r results in the follow-B

in' expression:

�.5.10!

"s n be seen, as opposed to gas transfer through a surface film, for K s
trans fsfer via bubble injection, the piston ve]ocity is not, in genera ~neral,

ependent of the concentration gradient because bubbles come appr«ia y
ry s Law equi librum with the water.

is the number of mole of gas in the bubble when the bubbl i
"B

e e is t seconds

is reached and ns = ~ !



We cmn make several more assumptions that further simplify equation

�.5.10!. For organic contaminants. it is generally quite reasonable to

assume that C. N P /H. This results in'-
g

�.5. 11!

Defining 9 as the fractional approach to equilibrium.

� 3RIDtQ = 1 � exp�
HZ rH

�. 5. 12!

�.5.11! redLIces to-.

�.5. 13!

Defining E = CVS, where E is the volume of bubbles injected per unit sur-

face area per unit tine end replacing H by the dimensionless Henry's Law

constant H'  H' a H/RT}, �.5.13} bsmmes

�.5.14!

Whether or not the bubble reaches equilibrium  i.e., g approaches 1!

with respect to a given co»pound depends primarily on the size, boundary

layer thickness, and residence time of the bubble, as well as the chemi-

cal's diffusivity and Henry's M» constant. A typical bubble residence

time can be computed using Stoke's law  which should be considered a mini-



mum since bubbles can be trapped temporarily by the breaking wave!. Assum-
ing a typical bubble radius of 150 pm  Broecker and Siems, 1984! and a
bubble injection depth of approximately one wave height  Hsu et al ., 1984!,
say 50 cm, a characteristic residence time of about 2.4 seconds is calcu-
lated. 'The fractional approach to equilibrium under these conditions for
our particular tracers can be calculated by assuming a stagnant film thick-
ness of about 100 pm  Wolff and van der Heijde, 1982! and using values of D
and H from Table 2.7. The results are given in Table 2.8. As can be seen

by comparing Tables 2.7 and 2.8. the Henry's Law constant of each compound
controls the kinetics, »ith a sma	 Henry's la» constant resulting in a

very quick approach to equilibrium.  The larger the Henry's Law constant,
the greater the mass of chemical that must diffuse into the bubble to

achieve equilibrium.!

lfe have assumed that the radii of the bubbles remain constant. Bub-

bles can shrink and dissolve due to pressure increases as a result of hydo-

static pressure and surface tension effects. However, the majority of
bubbles are probably not injected deep enough to be significantly affected
by hydrostatic pressure effects, and surface tension effects will only
become important for very small bubbles. It therefore seems reasonable to
neglect these effects for the purposes of our simple model. Furthermore.
it is an obvious oversimplification to assume that all of the bubbles are

the same size. In reality, a spectrum of bubbles is present  e,g..

Broecker and Siems, 1984; Hsu et al., 1984! with most of the bubbles being

between 100 and 1000 pm in diameter  Blanchard and Woodcock, 1957!- How-

ever, this fact will simply affect the values of E and Q in �.5.14!, which



Table 2.7

Solution Diffusivities and Henry's La» Constants for Halocarbons

Da  cm*/sec!

1.01xlol,l.l-trichloroethane

trichloroethylene

1.13

0. 36

te trachl oroe thy 1 ene

br omod ichlorome tbane O. 085

chlorodibromome tbane

bromoform

0. 047

1. 09xlO 0. 025

a estimated as Hayduck and Laudie �974!
b values for eqilibrium with distilled water at

25 C taken frow Mackay and Shiu �981! and Nichloson
et al. �QR! to shoe anticipated range in variation
for equilibrium «ith sea«ater

Table 2.8

Fractional Approach to Equilibrium of Selected Tracers
Assuming 2.4 sec Bubble Residence Time+

Approach to equi librium
X

1.1.1-trichloroethane

tr ichloroe thy lane

t et rachloroe thylene

CHBrCls

 ZBr>C1

G93r>

bubble radius = 150 ps:
stagnant film thickness = 100 pe
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1.07xlO

0.99x10

1.12x10

l.llxIO

34.9

76.0

40.0

99.8

!99. 9



are on!y f itting parameters for our model. It should not si~ificantly
affect the dependency of k on H'.

As a final result, we now rewrite �.5.1! as

�.5,15!
k = k + EQH'

2. 6 De termination f Volati I iza ton Mechanisms

One can now evaluate the mechanism of volatilization in the environ-

ment by observing the simultaneous volatilization of several compounds.
Different compounds wil! volatilize at different rates according to their
physiochemical parameters  namely D and H'! and the actual mechanism con-
trolling the volatilization process. For example, based on the surface
renewal model, the relative volatilization rate of compound A to compound 8

can be expressed as

�.6.1!

Assuming the film model, the relative volatilization rate of A to 8 becomes

�.6.2!

And assuming the bubble injection model  with bubbles acting as transport

elements!. this ratio can be expressed. as

-47-



Heoce. if bubble injection is the dominant transfer mechanism, the

piston velocities of the various compounds should be closely related to

their Henry's Law constants. It is generally true that H' varies widely

while D varies over a narrow range between compounds. For the halocarbons.

this is particularly the case  see Table 2.7!. Thus, bubble injection

should result in greater geochemical fractionation  larger difference in

volatilization rates!. Table 2.9 illustrates this For several halocarbons.

Although Nodel I and Model 2 predict relative volatilization rates which

are, for all practical purposes, indistinguishable and essentially equal to

unity. Nodel 3 predicts relative volatilization rates signiFicantly greater

tbsn one.

Henm. if we obtain estiae,tes of the overall piston velocities for

several casyounds with different Henry's Law constants, we can compare the

results to �.5.15! ~ where It is represented by an empirical surface trans�

fer model  e.g., Mackay and Yeun. 1983!. If the observations can be ex-

plained entirely by ltf  i.e.. K - 0!, then we can conclude for that partic-

ular case that either I! volatilization is controlled by simple surface

transfer models and bubbles are unimportant; or 2! if bubble injection is

important, the bubbles are prismrily acting as mixing devices as opposed to

transport devices. On the other hand, if the observations can only be

explained by assuming a significant value of E, then bubble injection with

bubbles acting as transport elements does play a role, and its relative
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Table 2.9

Fredicted Relative Volatilization Rates for Representative Halocarbons
Based on Three Distinctly Different Air-Water Exchange Nodels

Model 2
 s tagnant boundary

1.120.93

1.171.01

using values of Q given in Table 2.8
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importance is equal to EH'/k . This novel approach is only made possjgie

through the use of multiple nonconservative tracers with unique volatilf~

tion rates.



Chapter 3

Description of Nathematfcal Node!s

s tudies which were mentioned in Chapter 2 and wi l l be

i~ in detail in Chapter 0 vere complemented by a concurrent modeling

This chapter presents background information regarding the modeling

~ts of this work. Af ter f irst presenting the general modeling ap-
prsach the mathema t i ca l mode l s used to s imu late po l lu tant transpor t in the
huber are described, and some of their advantages and limitations are

discussed. The application of these models to Boston Harbor vill be pre-

sented in Qmpter 5.

3.l General M eli A r ch

The tools utilized to simulate pollutant transport in Boston Harbor
consisted essentially of tvo separate mathemarical models which vere run in

The first predicts fluid flow or circulation. That is, if one
nts to predict where a contaminant «ill move vhen input into a water

~y one must first know were the water itself moves. There are alterna-
tives to using a numerical model to produce this advective floe field

se include representing the field by an analytical description  usually
g" ss simplification such as unidirectional floe! or by interpolating or

polating a flow field from observations. However, these altern tives
generally unsatisfactory when dealing with a domain as complex as

Os ton Harbor



Once information regarding the advective velocity field has been
obtained, one can attempt to simulate the second process, contaminant
advectfon and dfspersfon. This process represents the transport and mixing
of a contaminant «i thin a «ater body.

~ t«o models used fn this research numerically solve equations that
Imthematically represent the governing conservation la«s. These models are
kno«n by the acronyms of TEA and ELA. TEA  Tidal Embayment Analysis! simu-
lates «ater circulation in embayments in «hich the circulation pattern is
predominantly tfdally driven. ELA  Eulerian-Langrangfan Analysis! uses the
results of TEA as input in order to simulate the transport of a contamfnant
released into the embayment. A simplified computational structure for the
TEVEUi modeling system fs sho«n in Figure 3 .1.

Both models vere developed at the Ralph Parsons Laboratory for Water
Resources and Pydrodynamics a.t NIT. For a detailed presentation of the
models. the reader fs referred to Westerink �984a!. Westerink et al.
�984!. Westerink et al. �985!, Baptista �984! ~ Baptfsta et al. �%N!.
and Kossik et al. �986!. For the present purposes, a brief description of
each model folio«s.

3.2 Circu at on I el TKA

TEA is a t«oMimensionai harmonic finite element circulation model.
The finite element method  FKN! facilftates the use of an irregular grid to
better represent the complex geometry of many tidal embayments. TKA solves



3.1 Computstionel structure for TEA/ELA modeling system
 diamonds represent computer programs, ovals represent input/output
files!



the depth~veraged forms of the Navier � Stokes and continuity equation~.

'Ihese equations are of the form  Dronkers, 1%'A!-

~, a~ul~, ~av h~
Bt Bx By �.2.1!

� +g � fv - v /p h+q! + r /p h+q! + [u � + v � J = 0Bu Bn b Bu Bu
Bt Bx X x [a ByJ� �.2.2!

Bt By y~+ � fu � v /p h+q! + v /p h+q! + [u~ + v � ] = 0b l Bv Bvl
�.2.3!

where

u x,y, t! is the x component of the depth-averaged velocity

v x,y, t! is the y component of the depthaveraged velocity

q x,y, t! is the surface elevation relative to the mean sea level

h is the mean sea level

p is the water density

snd T are applied surface stresses
8 s

x y
b b

r and r are bottom stresses
X

g is the gravitational acceleration

f is the Coriolis factor
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The boundary conditions associated with these equations are of two

types' elevation prescribed and/or normal flux prescribed. Elevation

prescribed boundaries are typically open ocean boundaries where tidal forc-

ing exists while flux prescribed boundaries are generally land  zero normal

flux! or river  finite normal flux! boundaries.



It is critical to stress the limitations imposed on the model by the

assumptions made in deriving the governing equations. Since the equations

are depth averaged, strongly stratified estuaries or wind-induced circula-

tion in deep water, which are three-dimensional in nature, cannot be ade-

quately modeled. Also, lateral viscosity has been ignored. Hence. flow

separation near land boundaries is not properly modeled. Furthermore, an

assumption of constant density has been made which obviously precludes

simulation of densityMriven currents. Finally, short and intermediate

length waves cannot be modeled due to a hydrostatic pressure assumption.

Hence, the model should only be applied to well-mixed, tidally dominated

coastal embayments.

Brl B~uh B~vh
Bt + Bx + By �.2.4!

Bu Bn 1 s b.8� +g � fv-+v � r ' ! =0Bt ~B ph x x �.2.5!

Bv Bn- 1 s b,8� +g � fu-+T � r ' ! =0
Bt By ph

�,2.6!

b,8 b.8
where 7' ' and T ' are linearized bottom stresses.

x

This procedure can introduce significant error, depending on the

magnitude of the nonlinear terms. Open ocean tides can be described accu-

A somewhat more restrictive assumption is made when the equations are

subsequently linearized. This is done by approximating h + q h. neglect-

ing the convective acceleration terms in the momentum equations. and line-

arizing bottom friction, yielding the following three linearized equations-



rately by the simple superpositioning of a series of harmonic components
since nonlinear ef fects tend to be msgIibigle. In shallow water, ho~ever,
nonlinear effects can become significant and shallow water tides are gene-
rated that' play a very important role in producing the residual circulation
in a tidal embayment  Vesterfnk et al., 1985!. This residual circulation

pattern, in turn, determines the flushing efficiency of the embayment  Sec-
tion S.3!.

TEA does not include these nonlinear terms. A nonlinear version of

TEA has been developed. however, that accounts for these nonlineari tea by
iterative superpositioning of several frequencies  Westerink et al .. 1%6!.
Nevertheless, the !inear version of TEA was used in this research. This
choice was primarily based on the lack of validation data available to
!ustify the expense of using nonlinear TEA and is discussed in more detail

in Section 5.3. In any case, linear TEA provided a reasonable representa-
tion of the general tidal circulation pattern in Boston Harbor and «as
quite useful for our application.

TEA takes advantage of the periodic nature of the tidal phenomenon and
operates in the frequency doaein rs.ther than the time domain. This is

valid so long as the forcings on the system have the same periodicity as
the responses of the system. This s~lled harmonic method offers a

number of advantages over traditional time stepping techniques, perhaps the
most important being the ability to apply much finer spatial resolution

without the expense of smaII timesteps. As a result, TEA is much cheaper

than timestepping models for predominantly tidal flow. Comparing linear

TEA  TEA-L! and nonlinear TEA  TEA-NL! to a traditional timestepping model



 CAFE, Wang and Connor. 1975!, we find, qua.litatively. in terms of computa-

tional expense, that-

TEA � L 4 TEA � NL   CAFE

Computational expense  for both TEA and ELA! will be discussed in more

detail in Section 5.5.

The model solves for the spatial variation of elevation and velocity

using a Galerkin FEN with piecewise-linear polynomial basis functions. The

solution procedure generates six values at each  corner! node of a triangu-

lar finite element grid- A,, A~, Ao, $,, $s, P~. These six values define

the elevation and velocity at each node as follows.'

u = A,cos vt+P,!

�.2.5!v = Agcos cs!t+$2!

�.2.6!Tf = Aocos cdt+fo!

where u and v are the x and y components of the depth � averaged velocity at

the given node, q is the water elevation, v is the forcing frequency. and t

is time.
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Using these equations one can generate the entire time history of the

velocity field. Furthermore, any number of solutions can be linearly

superimposed to simulate several simultaneous forcing functions. For exam-



ran rt N el KLA

KLA is a two&imensional Eulerian-Lagrangian finite element transport

sodel, By applying the principle of mass conservation to a passive pollut-

ant dissolved in a turbulent flow, one can mathematically describe the

physics of transport in the advection&iffusion equation. KLA numerically
solves the depth-averaged form of this equation  Daily and Harleman, 1966!:

Bc Bc Bc I B   Bc Bc� + u � + v � = � � hD � + hDBt Bx By h Bx[ xx Bx xy By

1B  Bc Bcl+ � � IhD � + hD � ] +QhByI y B yy By! �.3.1!

where

c x,y, t! is the depth~veraged concentration

u x,y, t! is the x component of the depth � averaged velocity
v x,y, t! is the y component of the depth-averaged velocity
h x,y.t! is the depth

D , D , D . and D are dispersion coefficientsxx

Q represents sources, sinks, and vertical boundary fluxes

pie, a steady current  zero frequency! can be generated by applying a stea-

dy wind field or by using the boundary conditions to define a mean slope

The zero frequency solution can then be superimposed on a semidiurnal tide

generated by forcing the system at a frequency of 2r/1'  where T =

12.4 hrs!. The input and output for TEA are summarized in Table 3.1,



Table 3.1

Input/Output for Circulation ~el ~

Input

� geometry and bathymetry of domain

� forcing functions  tide, wind, steady currents!
� bottom friction factor, wind drag coefficient

� boundary conditions

� circulation as a function of space and time

6 values at each node  hf Ag ~ AQ ff f $3!

u = A,cos vt + P~!

v = A~cos Mt + Q!

q = ~A cos vt + Q!

59�



Associated boundary conditions can be concentration prescribed and/or
normal flux prescribed.

An Eulerian-Lagrangian method is employed to solve this transport
equation. Essentially, this consists of decoupling the equation into a
pure-edvection ~ment and a purediffusion component. The advection
component is solved with a backwards method of characteristics, while the
diffusion component is solved using finite elements.

The general procedure is outlined in Figure 3.2. At time t . parcels
n'

of water are identifed with each node of the numerical grid. These parcels
are then tracked backward in time along a particle pathline until the
previous time. t I, is reached. Since all nodal concentrations are known
at t l  either from initial conditions, boundary conditions. or from the
previous timestep!. the concentrations of the fluid parcels at t > can be
found by spatial interpolation. These concentrations are then directly
associated with the nodal concentrations at t  Baptista. 19M!. This is

n
illustrated in Figure 3.2a.

A fourth-order Runge-Kutta method with constant timestepping is used
to solve the set of ordinary differential equations associated with the
backsard tracking of the fluid parcels. Having solved the advection compo-
nent of the equation, the diffusion component is then solved using Caierkin
FENI with quadratic Lagrange polynomial basis functions  Figure 3.2b!.
 These same polynomials are used for the spatial interpolation during the
advection calculations.! An implicit timestepping scheme is used to solve
for the temporal variation in the diffusion equations.
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~Fi nre 3.2 Schematic for Eelerian-Lagrangian transport model
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~ application of ELA to a syst: em as complex as Boston Harbor re-

quired a number of refinements and modifications of the original model.

These refinements. in and of themselves. constituted a ma!or portion of the

research effort. As a result, a number of improvements were incorporated
into ELA, including-

a! An algorithm to simulate pollutant concentration near the source before
the plume is large enough to be resolved on the finite element grid.
This algoriths simulates a continuous source by tracking a series of
Gaussian "puffs" forward in time. The technique is general and can be
incorporated into other transport models. The procedure is described in
detail in Appendix I.

b! Addition of a spatially dependent decay term to represent volatiliza-
tion. The decay term is defined by a piston velocity and a nodal depth.

n n
k k/h

�.3. 2!

nwhere ki is the firstorder decay constant associated with node i at
ntime n, hi is the depth at node i and time n. and k is a piston velocity

as defined in Section 2.W.

c! Incorporation of various procedures to more efficiently facilitate long-
term simulations  Section 5.1!.

The computational procedure for ELA can be suimsarized as follows-
l! Input appropriate amount of mass, N, into harbor using "puff" alga

rithm at one or more locations  M = mkt, where N = mass ~ m = ma»
input rate, and At = timestep!;
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2! Advect mass using backward method of characteristics.

3! Diffuse mass using FEM;

4! Decay mass as follows-

C = C".exp -k dt!
i i

where C. is the final concentration at node i and time n after advec-
i

tion, dispersion, and decay, C is the concentration at node i and

time n after only advection and dispersion, and k and dt are asn

defined above;

5! Repeat steps 1 through 4 for desired length of simulation.

ELA offers a number of advantages over other available transport

models  e.g., DISPER, Leimkuhler, 1974!. Most significantly, numerical

diffusion is greatly reduced. Also, increased resolution near the source

is made possible by the "puff" algorithm Furthermore, ELA offers consi-

derable computational savings for both periodic flows  Section 5 3! and

aperiodic flows  since large timesteps can be used!. Although the length

of timestep does not affect the expense incurred in the advection calcula-

it linearly affects the expense incurred in the diffusion calculation

 llaptista. 198'!.

Not unlike TEA, ELA has some inherent limitations imposed by both the

pti«s made in deriving the governing equation, and the particular

solution technique used, the most important being 1! the assump-

two-dimensionality; and 2! the unavoidable errors incurred as a

the spatial discretization of the domain.
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Wile it fs fmportant to keep these in mind, it is very likely that
fnaccuracies fn the circulation model when applied to a complex system

such as Boston Harbor will overshadow the inaccuracies in the transport
model. Thfs is certafnly the case when using the linear versfon of TEA and
likely to still be the case even when the nonlinear version of TEA is

applied.  That is, circulation is more difficult to simulate than
transport.!

ELA outputs concentrations at each node of a triangular quadratic
finite element grfd � corner nodes and 3 sfde nodes per element!. Concen-
trations can be saved and output every tfmestep. The input and output for
KLA are susmarfzed in Table 3.2.



Table 3.2

Input/Output for Transport Model ELA

Input

� geometry and bathymetry of domain

� advective velocity field  output from TEA!

� dispersion coefficients, decay rate

� source location and strength, initial dilution

� boundary conditions

� timestep, length of simulation

� concentration as a function of space and time

~concentration at every node each timestep
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Chapter 0

Tracer Experiments in Boston Harbor

The compounds described in Chapter 2 were used in tracer experiments

to gain insight into large-scale mixing and volatilization processes in

Boston Harbor. This chapter describes these experiments and presents the

results. After first describing the Boston Harbor system, the sampling

methods and analytica,l rechniques that were used are discussed. The actual

measurements of the tracers at the source and in the harbor are then pre-

sented, and based on the observed concentration distributions, some quali-

tative conclusions regarding pollutant transport are drawn,

4.1 The Boston Harbor stem

Boston Harbor is located on the western edge of Massachusetts Bay, a

semi-enclosed coastal embayment approximately 100 km long end 00 km wide in

the western Gulf of' Maine  Figure 4.1!. A detailed map of the harbor is

presented in Figure 4.2. As can be seen, the system is geographically

complex and a number of small islands are scattered throughout the harbor-

The bathymetry of the harbor is further complicated by the presence of two

shipping channels. President Roads and Nantasket Roads, both of which are

indicated on the figure. The harbor is rather shallow �-10 m!, although

depths of 20 m are reached in the channels. The topographic complexity of

the system results in correspondingly complex circulation patterns.

Tidal flows dominate the water exchange. with nearly half of the

volume of the harbor leaving on the outgoing tide. Riverine inputs end
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~Ff ure 4.1 Nap of Massachusetts Bay

-67-



CHELSEA
RIVER

NYSTIC yf/PE

INNER
HAR BQR

OEER ISLANDDEER IS.
FLATS

PT. PT.
CHA«NEL

PRE SIDENT ROADSRESERVED
CHANNEL

BOSTON
HARBOR
LIGHT

SPECTACLE
ISI ANDCARBON

SEACH
T HOBBP
ISLA«

DORCHESTER
BAY

HULL
BAY

NOON
ISLAND PED

I SL

GHAN
AY

QIJ INCY
BAY Bu«VIN

ISLANDNUT
ISI.AND

«OLLASTDN
BEACH

NEPONBET
RtVER S LAC« S

CREEK

CHAPt ISI�AND

O

0
SB O

TO RIY
ADB D DS

«EYaSOBTN
PORE RTVER

-68-
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effluent flows ere negligible in comparison. This is evidenced by compar-
6 3ing annual average riverine inputs  "~I 7 x 10 m /day! and effluent flows

 ~1.5 x 10 m /day! into the northern part of the harbor to the volume

exchanged each tide.l cycle �.1 x 10 m !  Metcalf and Eddy, 1%@!. Flow
enters and leaves the harbor primarily through the two channels, where

emximum tidal velocities of nearly I m/sec occur  NOAA ~ 1974!. The gener-
alized harbor circulation pattern. showing both flood and ebb currents' is
illustrated in Figure 4.3.

Figure 4.4 illustrates the ma!or sources of pollution  and potential
sources of VHOCs! to the harbor. The primary sources of contaminants are
the wastewater treatment facilities at Deer Island and Nut Island. where
effluent currently receives primary treatment and chlorination before
discharge. The combined outfall discharges from these two plants varies
from approximately 15 to 20 m /sec. In addition, there are over 100 com-
bined stormwater and sewer overflows  QRs!, some of which discharge to the
harbor under both wet and dry conditions.  Dry weather inputs result both
from equipment malfunctions and a general overloading of the sewage sys-
tem.! The QR input is quite variable, with the average daily flow being
approximately 0.7 m /sec  Kaltofen and Lax, 1985!. This figure may in-
crease by an order of magnitude during severe rain events  Netcalf and
Eddy, 1%8!. There also exist numerous industrial shoreline discharges,
particularly in the Inner Harbor region. The larger industrial outfalls
discharge up to 0.2 m /sec of effluent into the harbor  Kaltofen and Lax.
1985!.
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~Fi ure 4.4 Nsjor sources of pollution to Boston Harbor
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The VHOC loading of CSOs and direct industrial discharges is difficult
to quantify. This is because these smaller sources are both numerous and
quite variable.  The effect of QR loadings is discussed in more detail in
Section 4.4.! On the other hand, the wastewater treatment facilities.
which account for over 90% of the effluent flow into the system  Kaltofen
and Lax, 1985!. and whose discharges should contain both the solvents  from
industrial inputs! and the haloforms  resulting from chlorination prior to
discharge! in high concentrations' can be more readily characterized in
terms of VHOC loading by making measurements at only two locations.

In light of this, we chose to model only the VHOCs discharged through
the wastewater treatment plants, The validity of this approximation can be
tested by making measurements in the harbor ancLfor using modeling tech-
niques to predict pollutant distributions. If these methods suggest that a
particular VHOC has additional sources that are significant  other than the
treatment plants!, we can conclude that it may be impractical to use that
compound as a tracer  at least in Boston Harbor!. This, in itself. would
be useful information.

Hence, the characterization of the VHOC source function to Boston
Harbor centered entirely around measurements at the wastewater treatment
plants. Complementary measurements of VHOC concentration in receiving
waters were focused in the northern portion of the harbor. Since this
region is primarily affected by the Deer Island outfall, effluent measure-
ments were concentrated at the Deer Island treatment plant. Due to the
geometry of the harbor and the resulting circulation pattern, as well as
the fact that Deer Island discharges approximately two to three times more
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sf f luent than Nut Is land, the relative inf luence of the Nut Is land outfall

on the northern harbor is small. Hence, its exact characterization was

cri tical-

4.2 r mental Ne s

Effluent samples were collected at Deer Island from a continuou 1

flowing tap directly connected to the effluent stream. Upon coilectim

sodium thiosulfate was added to dechlorinate the sample.'

H' + RKl + 2Ss P~ ~ Cl + HeO + S~ P~
oxidizing thiosulfate chloride
chlorine

This procedure effectively stops the halogen substitution reactions which

lead to the production of i%4. The reason for doing so is discussed in

Section 4.3. The samples were stored in 100 mL glass volumetric flasks,

which were completely filled and sealed vith glass stoppers so that no air

remained.

Surface water samples in the harbor vere collected by hand, while deep

sac@les were collected with 5 L Nisken bottles  General Oceanics!. In an

attempt to make sample collection as synoptic as possible, sampling was

carried out within the 2 hours surrounding high water slack,  The degree

to which our sampling can be considered synoptic is discussed in Chapter

6-! The ssIIples were stored in 100 mL volumetric flasks in the same manner

as the effluent samples. Complementary water temperature measurements were
also recorded
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Within several hours after collection, the samples were returned to
the lab and pipetted down to 100 mL A solution of bromotrichloromethane
in methanol was then injected directly into the water samples as internal
standard � pL of a 0-part-per � 'million solution for seawater samples, 5 pL
of a 48-part-per- million solution for effluent samples!. Samples were
then extracted into 1 mL of pentane by shaking for 10 minutes. Extraction
efficiencies were 60 to 70X and varied slightly between compounds, but were
consistent from sample to sample. The pentane was drawn off into Y dram
vials with Teflon-Lined caps. The vials were then stored in a freezer
 -20 C! for no more than one w'eek before being analyzed.

Gas chromatographic analyses vere subsequently performed on a Carlo
Erba HRGC 5160 gas chromatograph. The instrument was equipped with an on-
column injector and a nickel-63 electron capture detector. The column used
was a fused silica glass capiLlary, having a length of 50 m, an inner
diameter of .32 mm, and methyl phenyl �X! silicone as stationary phase.
The chromatographic parameters were chosen such that all the VHOCs could be
separated and measured in the same run in a reasonable amount of time. The
gas chromatographic conditions were- injector air cooled; detector
temperature 275'C; column temperature program 35' to 165 at 10'/min, 165'
to 200' e.t 35'/min, 2 min at 200 ; hydrogen carrier gas rate 30 cm/sec; ECD
makeup gas  argon with 5X methane! flow 5 mL/min, The sample was
introduced into the instrument by injecting 2 pl, of pentane extract
directly on column at a rate of 2 pLfsec.

The concentrations of the different halocarbons were determined from
standards after peaks were normalized to the internal standard. Standards



were prepared by extracting 100 mL solutions prepared in seawater or dis-

tilled water  depending on whether harbor samples or effluent samples were

be fng analy2',ed! into 1 mL of pentane.

The pentane used to extract the VHOCs was contaminated wi th several of

the solvents to some extent   I part per billion in the pentane!, and the

sample chroasLtographic peaks vere corrected by subtracting this background

signal. Unfortunately, the pentane vas so contaminated with chloroform

relative to observed seawater concentrations, that this compound was pre-

cluded from analysis  greater than 10 parts per billion chloroform in the

pentane!. No other solvent could be found that was sufficiently clem of

chloroForm.

AII samples vere taken in duplicate. Replicate injections of the same

sample were reproducible to within several percent. Table W.I presents the

precision  reproducibility! and limits of detection for our analyses. As

can be seen, the precision was quite good, ranging from 5 to IOX. The

limits oF detection were on the order of a Few parts per trillion. Even

bet'ter detection limits could have been achieved  Dyrssen and Fogelquist,

1981!. but since the concentrations observed in the harbor vere quite high

  100 parts per trillion!, no effort was made to do so.

0 3 Results- VHOCs in Se e Effluent

Measurements «ere made at Deer Island on seventeen difFerent dates

From August 1984 to September 1985. Sampling was concentrated around the

sumner, and fall months to coincide with and complement the samp-

ing of the harbor waters. Due to the nature of the sampling procedure and



Table 4 1

Precision and Detection Limits for Selected Tracer Compounds

Precision
Compound Seawater Effluent Detection Limit

CH~OCLs

CHC1~C1

n

i=1 i

+Precision defined as�
1
n

n 45
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CHBrCls

CK3r~Cl

 Xlq ~1~

QSr~

7.3

6,2

7.9

8.8

7.6

10.9

4.5

5.9

6.5

7.5

5.3

9.9



the volatility of the comimunds. sampling could not be done automatically.

and was done mmually. An effort was made to characterize the source on

timescales of hours, days, weeks, and Ionths.

Since we were interested in the emss input rate at the Deer Island

source rather than simply the effluent concentration, the variability of

both the effluent flow rate and the concentration had to be considered.

Figure 4.5 shows the typical variability of the flow rate over a 24-hour

period under dry weather conditions  April 10, 1986!, This is a classic

pattern  Netcalf and Eddy, 1979a!, with a minimum occurring in the early

morning, and maxitms in the mid~ming and early evening. The tide also

has some effect on the flow, due to infiltration through leaky tide gates

at the CSOs, with higher flows occurring at high tide. Furthermore, there

are variations from day to day  e.g., weekend vs, weekday! and month to

month due to varying water usage and weather conditions. Over the dates

that we sampled, the flow rate ranged from 7.0 m /sec to over 15.4 m /sec

with a mean of 11.3 m /sec and standard deviation of 2.5 m /sec.

Keeping in mind that we must ultimately use these variable flow rate

measurements to characterize the overall variability of the mass input rate

at the source, we can proceed to consider measurements of the VHOC concen-

tration in the effluent. In this regard, it is important to consider the

location where the effluent is sampled. Halogen substitution reactions

between HOCl, HOBr, and organic matter, leading to the production of the

trihalomethanes. can occur from the point of chlorination to the point of

discharge. Upon discharge the resulting dilution greatly limits the rate

of reaction. This is based on empirical kinetic studies  e,g., Kavanaugh
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= «proxj'Lmcj

where [ j represents concentrations, k is a rate constant, and X represents

Cl and/or Br. In terms oF mass rate of change  rather than concentration

rate of change!.

rmr �%X ' "rOC �HOPm
�.3.2!

where ~, N X, and ~ are masses and V is the volume oF the reaction

system, Hence, diluting the effluent by a factor of 20  a typical initial

dilution, see Chapter 5! effectively slows the reaction by a factor of

solvents are not products of these reactions and are unaffected by

the du~ation of the chlorine contact time. It is apparent, however, that

g« an accurate representation of the actual trihalomethane concentra-

the effluent upon discharge, one should sample the effluent stream

clo se to the outfall as possible. Dechlorination of the sample upon

1978; Gould et al., 1983! which suggest a third-order reaction rate

ndence on halogen dosage and a first-order dependence on the organic

precursor where to ta 1 organ i c carbon  TOC! i s as sumed to be i nd i cat i ve o F

the concentration of precursor. This reaction rate dependence represents

an assumed reaction stoichiometry of three moles of halogen consumed per

mole of 11% formed  Figure 2.1!. The corresponding rate expression is:



collection stops the halogen substitution reactions, mimicking the effect

of the subsequent dilution at the time of the discharge.

Due to practical considerations. effluent samples were collected at a

point approximately 5 minutes downstream of chlorination and 15 minutes

upstream of harbor discharge. Hence, it was necessary to ascertain how

much further the trihalomethane reaction proceeded prior to discharge. To

accomplish this, samples were collected both at our regular collection

point and at a point only 2 minutes upstream of the outfall  Figure 4.6!.

The trihalomethane concentrations at the former site were approximately 90X

of the those at the latter. This suggested that the majority of the THMs

were produced within the first 5 minutes after chlorination. Helz et al.

�978!, in laboratory experiments in which natural estuarine waters were

chlorinated with 5 ppm HOC1, found reaction times on the order of 100

seconds. It is clear that the reaction appears to be relatively fast.

Based on our experiments the THN concentration of the effluent will not

increase significantly in the final 2 minutes prior to di.schs.rge. Hence we

chose to approximate THM effluent concentration at the outfall by simply

multiplying sample concentrations by a factor of 1.0/0.9.

Figures 4.7a and 4.7b present typical gas chromatograms of effluent

samples. They also serve to illustrate the production of the trihalo-

methanes upon chlorination. In Figure 4.7a. the sample was taken from a

primary settling tank prior to chlorination  see Figure 4.6!. In Figure

4.7b, the sample was taken after chlorination. While the solvents are

present in both samples, the three brominated trihalomethanes are present

-80-



O

X x O I-

0 l5 hU
iL

0 O e

9l-



Z 0 Z
K O Z
O llJ
I-

IL 3SNOd838 HOLQ3LBO EW 0 qj
1 CI
5

Z 0 I-
X IL
O r O
IU

K O IL
N IZt



only at low levels in the unchlorinated sample. The chlorinated sample

contains these compounds at significantly higher levels

The complete set of effluent measurements is tabulated in Appendix II.

Table 4.2 susmstrizes these results. It is evident that the source is wide-

ly variable with respect to all of the VHOCs. Furthermore. the fact that

the variability in + is the same as that of Co+ indicates that C and Q

are not significantly correlated. The various |ass loadings varied on an

hourly basis by 10K to 20X, while the variation on a daily basis was sub-

stantially gteater  ~! and essentially the same as weekly and monthly

fluctuations. This is not surprising in that the astgor factors affecting

the source strength  i.e., effluent flow rate and municipal and industrial

loadings! would be expected to vary, for the most part, on the timescale of

a day or so  e.g., day/night cycle, weekday/weekend variations, tidal

cycle! rather than on an hourly or weekly basis. Seasonal  monthly! varia-

tions are apparently no greater than these daily fluctuations. Figures 4.8

and 4.9 illustrate the «ide variablity in mass loading that can be observed

on a day-to~ basis.

Figure 4.9 also serves to illustrate the fact that the trihalomethanes

always tend to covary. This is to be expected since all three compounds

are introduced simultaneously into the system as a result of chlorination.

Hence, chlorine residual, also plotted in Figure 4.9. is seen to correlate

«ith the THN concentrations. The correlation between the THMs observed in

Figure 4.9 is illustrated more clearly in Figure 4,10. The effluent con-

centration of C8CIsBr is plotted versus that of GKlBr2. This plot clearly

shows the covariance of these compounds over a wide range of concentra-
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Table 4.2

Effluent Concentrations and Mass Input Rates
at Deer Island for Selected Tracers~

Cogo
mass input fcompound concentrationT

9.98 k 5.01 9.55 i 5.06

7.52 4 4.08

C,ll 4 1.75

2.98 4 1.80

14.81 i 7.94

1.39 i 1 01

CHCl~1~

CSClsBr

CHClBr>

7.24 k 1.11

4.49 4 2 29

3.34 k 2.&

14.50 4 6.86

1.65 4 1.40

CC1 2~is

CRBro

fNean k standard deviation; n = 54 with the exception
of bromoform, where n = 40,

Chloroform is excluded due to solvent contamination. Chrbon
tetrachloride was present only at very low levels in the
effluent and at essentially background levels in the harbor,
and is also excluded.
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pointed out by Helz �980!, the chlorine-to-bromine ratio in thetions-

trih iomethane products depends on the salinity  more specifically, the

bromide ion concentration!. Low salinities favor the more chlorinated

can be seen in Table 4.2 and Figure 4.9, the typical salinity of

the effluent generally tends to slightly favor the more chlorinated 'I%Ms.

 This trend may also be due, to some extent, to chlorinated drinking water

inputs.!

It is evident from these measurements that the mass loadings of VHOCs

in the Deer Island effluent vary by up to 5GX on a daily basis. This makes

source characterization more difficult. It may be the case, however. that

dispersion processes within the harbor damp out some of this variation,

allowing these loadings to be treated approximately as constants for model-

ing purposes. The magnitude of the error incurred by making this assump-

tion is investigated in Section 5.4.

in st n Har r

Seawater samples were collected in Boston Harbor on three separate

occasions  October 30, 1984; April 25, 1985; and July 2, 1985!. Sampling

focused in the northwest portion of the harbor detailed in Figure 4.11.

Figures 4.12 through 0.29 present the results of the VHOC measurements in

the harbor. For each date, measurements of 3 solvents  CZ~CCls.  ZCl~ls,
~ ~l~~l~! and 3 haloforms  QKlsBr, QKlBrs, and CHBrs! are shown.
«suits are presented as means and standard deviations of duplicate surface
and deep-water samples.
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posed on these results, a number of important points can be made and

interesting conclusions can be drawn-

I! The average dilution of the VHOCs  and hence sewage effluent! in the
islmdiate vicinity of the outfall ranges from 15 to 40x.  Note that

this calculation is based on the concentration in the sewage effluent

measured several hours prior to sampling. which, due to the source vari-

ability, would account for most of the variation from compound to com-

pound on a given date.! These values are consistent with predictions

obtained using near field jet models  e.g., Metcalf and Eddy, 1979b! and

prior tracer measurements  Metcalf and Eddy. 1984!.

2! In October, haloform concentrations in nearshore surface waters are

drastically elevated relative to deeper waters and waters further out

into the harbor. The solvents. on the other hand, do not follow this

pattern. This is a result of the chlorination of combined stormwater

and sever overflows. The  %aries River Estuary Facility, a major CSO

located in the Inner Harbor. is presently one of only tvo CSOs in the

harbor ths,t chlorinates its discharges  vhich result from storms and

Deer Island breakdowns!. The facility discharged 2 x 10 m of

chlorinated effluent on October 29, the day before we sampled. The

other tvo sampling dates, which were dry periods during which no

chl«inated QR releases were made, shoe no such effect. Although it is

interesting that this suite of compounds allovs one to distinguish

~tween treatment plant and CSO inputs  and this in itself could be

us«ui!, it is clear that in order to avoid complicating the source
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function of the THN tracers, one should sample during dry periods «hen

CSO inputs are minimal.  These inputs would probably take several days

to a «eek to become negligible.!

3! With the exception of the THMs in October, for most locations away from

the buoyant plume, the surface and deep water concentrations are similar

 within 15%!, implying that the water column is relatively well mixed.

This is also supported by temperature data. This is the case even in

July, «hen we expect the water column to be the most stratified  with

respect to the other dates!. This supports the validity of our two-

dimensional modeling approach.

4! On all three dates, bromoform concentrations actually increase away from

the outfall at Deer Island. suggesting the presence of another source on

the western edge of the harbor. This is discussed in more detail in

Chapter 6.

5! Throughout the sampling domain, the VHOC concentrations are, at most,

only a fe« times lower than the concentration in the immediate vicinity

of the outfall. This suggests that although tidal velocities are large.

the harbor flushing efficiency is rather low and water essentially moves

in and out «ithout significantly exchanging with "clean" bay water.

6! Although the general concentration distributions are similar, there does

appear to be some variability from compound to compound and date to

date. This could be due to variations in physical mixing and volatili-

zation rates from date to date  due to environmental conditions! and

variations in volatilizaiton rates from compound to compound  due to



their physiochemical parameters!. It is difficult to say much more.

however, without ancillary information regarding the physical mixing

processes.

Although these rather qualitative conclusions are interesting and

quite useful in and of themselves. more quantitative information can be
obtained by using the V%K measurements in conjunction with modeling ef-

forts. This is discussed in Chapters 5 and 6
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Chapter 5

Application of Numerical Models to Boston Harbor

The ma.thematical models used to simulate pollutant transport in Boston

Harbor were presented in Chapter 3. In this chapter, the specific applica-

tion of these models to Boston Harbor is described. After first briefly

discussing previous modeling efforts, the computational domain is defined

and the various input parameters for TEA and ELA are described. In addi-

tion, the results of the model simulations are presented, and based on

these results. some qualitative conclusions regarding pollutant transport

in the harbor are drawn.

S.l Previous Modeli Efforts

Due to the great complexity of the Boston Harbor system. it has been

recognized for some time that a thorough analysis of water quality problems

in the harbor would require the use of mathematical models An initial

modeling effort was carried out by Hydroscience, Inc., �971! to model the

effects of both Deer Island discharges and the combined sewer overflows.

This simple modeling effort represented harbor hydrodynamics as a combina-

tion of Freshwater advection and tidally-averaged dispersion. A more real-

istic approach followed  Hydroscience, Inc., 1973! which utilized a formal

hydrodynamic model in con/unction with the advection-diffusion model em-

ployed previously. Calibration was based on circulatio~ information ob-

tained by the National Ocean Survey in 1971. Nevertheless, these analyses

were restricted by compute.tional expense.
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In the early 1970s researchers at NIT developed a set of finite ele-

ct computer models  CAFE and DISPER! and begum to apply them to Massachu-

set ts Bsy  Connor and Wang, 1973; Leimkuhler, 1974; Wang and Connor, 1975;

~ristodoulou et al., 1976!. These efforts were primarily concerned with

the NONES  New England Offshore Mining Environmental Study! Project, and as

made no effort to specifically model Boston Harbor. Pagenkopf et al.

�976! applied the models with high resolution in Duxbury Bay and Plymouth

Harbor as part oF an environmental impact assessment of the Pilgrim Nuclear

Power Station at Rocky Point.

Netcalf and Eddy �979b! conducted a comprehensive modeling study

using CAFE and DISPER as part of the 301 h! Waiver Application filed by the

Netropolitan District Commission with the EPA. Since their objective was

to predict the effect of a proposed outfall located seven miles offshore of

Deer Island, calibration focused on hydrodynamic observations near this

site. Netcalf and Eddy �982! later concentrated their modeling efforts on

the harbor area itself. However, the computational grid was fairly coarse

and the analysis did not include additional field surveys to address the

specific needs associated with calibration of the new grid, having been

intended only as a coarse screening of a number of widely varying discharge

alternatives,

A more refined harbor modeling study was carried out by EQLG �984a!,

gain using CAFE and DISPER An attempt was made to better resolve the

Pie> geometry of the harbor. Modeled circulation results were compared

to ~AA TMal Current Charts and measured drogue tracks. While agreement
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was not exact, the main features of the circulation pattern were repro-

duced. No attempt was made to validate the transport model.

Unfortunately, these studies have suffered from two major drawbacks-

1! the use of CAFE and DISPER precluded the use of a finely resolved grid

within the harbor and the possibility of long simulations due to the re-

quirement of small timesteps dictated by stability constraints associated

with the numerical solution technique used in CAFE  e.g., CAFE is typically

run for only one tidal cycle!; and 2! although some attempts were made to

verify the accuracy of the circulation model, little or no attempt was made

to validate the transport model. In as much as the ultimate goal of model-

ing efforts such as these is to predict contaminant concentrations' it

seems essential that complementary tracer experiments be obtained in order

to accurately calibrate  and valids.te! the transport model.

The present work makes an effort to address both of these limitations.

The use of TEA and ELA allows one to better resolve the complex geometry of

the harbor and run long simulations without incurring large computational

expense. Furthermore, emphasis is placed on calibrating the transport

model against chemical tracer experiments, rather than only comparing

results of the circulation model to hydrodynamic measurements.

5.2 The Finite Element Grid

Before the domain could be discretized into finite elements, it was

necessary to establish the location of the outer ocean boundary. As point-

ed out by Wang and Connor �975! ~ there are a number of considerations that

must be kept in mind when deciding where to create this artificial boun-
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dary. First. the location should be chosen where data are available for

use as boundary conditions. Second, in as much as we expect any such data

to be only approximate, boundaries should be chosen as far away from the

area of interest as possible. Finally, since the effect of wind on the

boundary condition may be significant, the boundary should be established

in deep water if possible.

In light of these considerations, we chose to model the entire Massa-

chusetts Bay with a relatively coarse grid while applying high resolution

to the harbor itself. Figure 5.1 illustrates the finite element grid. The

ssLgority af this grid has land boundaries. The open-ocean boundary extends

linearly from Wpe Ann to Chpe Cod. This boundary has been studied to some

extent  Pagenkopf et al., 1976! and Tide Table information is available at

the edges.

A detail of Boston Harbor is shown in Figure 5.2 ~ illustrating the

level of grid resolution. As can be seen, the characteristic length scale

of an element varies from 10 km in the outer bay to several hundred meters

in highly resolved portions of the harbor. High resolution is applied in

areas of high concentration gradient  e.g., near autfalls! and between

islands. The resolution within the harbor is greater than in any previous

modeling efforts  e.g., EGA. 1984b!.

The grid consists of 888 elements having 552 corner nodes. The circu-

lation model is applied to this entire grid. The domain of the transport

models on the other hand. consists only of the elements shown in Figure

5-2. This detailed grid of Boston Harbor contains 6M of the original 888

elements. Since ELA uti I izes quadratic rather than I inear basis functions,
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SOS ~Fi ure 5.1 Finite element grid of Massachusetts Bay
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~Fi ere S.2 Finite elenent grid � detail of aoston Berber



there are six nodes associated with each element  three corner nodes and

three nodes bisecting the sides!. This quadratic grid has a total of 1575

nodes.

5.3 A lication of TEA to Massachusetts Ba

A representative record of current velocity in Boston Harbor is shown

in Figure 5.3. EGSG �9&%a! harmonically analyzed a number of current

meter records  of which Figure 5. 3 is a representative sample! to extract

the periodic constituents attributable to the tides. They concluded that

although the magnitude of the non-tidal or residual signs,l varies from

location to location, its influence on the overall variance in current

velocity is minor. That is. the tides account for a large proportion of

the total variance of the record. Moreover. it is apparent from Figure 5.3

that the semidiurnal  Ms! tide dominates the observed pattern. A spring/

neap cycle  with a period of around 2 «eeks} is also discernible. The

harmonic analyses indicate the the Ns constituent accounts for 60 to 70% of

the observed variation in tidal velocity  Table 5.1!.

Although tidal velocities are an order of magnitude greater than non-

tidal  residual! velocities, it is the net or residual circulation, rather

than the mean tidal circulation. that governs the eventual fate of pollu-

tants and the flushing efficiency of a coastal embayment  Cheng and Msul-

li, 1982!. Processes contributing to the residual circulation include

local bathymetry. low frequency forcings due to rind or large scale cur-

rents. and nonlinearities and interaction between several forcing frequen-

cies. If these processes were unimportant, the tide would only serve to
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Table 5.1

Results of Harmonic Ane.lysis of Current Meter Records
at a Site Approximately 1 Nile East

of Deer Island Light

Ma or axis litude cm/sec

Total»Da.te

74. 6915 ft,

79. 4215 ft

45. 7215 ft

45 ft

relative to mean low water

» sum of Q,, 0,, M, ~ K,. J,, MU2, Ns, Ms' Ls, and Ss tidal
constituents

{from EGRET. 1984b!
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move water parce 1 s back and f or th produc ing no ne t movemen t . A 1 though i t

is difficult to quantify the effects of comPlex bathymetry and nonlinear

interactions, previous studies  Pagenkopf et al. ~ 1976; Metcalf and Eddy.

198'! have noted the importance of low frequency forcings on the net circu-

lation patterns.

Residual circulation is best illustrated by simulating particle tra-

!ectories in which a parcel of water is tracked through several tide.l

cycles. To do so, linear TEA was run using only the Mz tide as a forcing

Function  detailed input parameters will be presented below!. Figure 5.4

traces the path of two water parcels over four tidal cycles Parcel A was

released at high tide while parcel 8 was released at low tide. Note that

parcel A essentially returns to its original position after four cycles

while parcel 8 exhibits a net northerly drift. This may be due to the

complex bathymetry within the harbor, which could generate some residual

circulation  errors in TEA could also be partially responsible For this

effect!. The bathymetry of the outer harbor is much more regulars and in

the absence of any other forcing functions, very little net circulation is

produced.

This point is again illustrated in Figure 5,5, Again two particle

«adectories are shown, one starting at high tide  A!, the other at low

 8!- In this case, the particles originate from a point well outside

inner harbor. Due to the regular bathymetry of this region, little

n« circulation is exhibited

For the simulation in Figure 5.6. a steady southerly current was

imposed on the M2 tide. The current was generated by imposing a line-
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ar elevation s�,." e"ient  relative to wean water level! along the ocean boun-

dary ranging r
from 0.00 m at Qspe Cod to 0.04 w at Gape Ann  Wang, and

Connor ~ 1
~ 975! and forcing the system at zero frequency. This results in a

net souther y r , ash 1 d i.ft as expected and to the extent that this is a repre-

sentative elevation gradient. serves to illustrate the magnitude of the
effect st~ orc ngs caneady forcings can have on net circulations. Although these forc-
ings have little ffect on the instantaneous velocities, their influence one

the net circulation can be significant.  Particle trajectories are not
sensitive to wind since TEA produces depth~veraged circulation patterns,
which are insensitive to wind effects. However. wind is important in
creating vertical shear, which, in turn, is modeled as dispersion.!

Unfortunately, field data suggest that both observed net drift and low
frequency forcings which could cause the drift tend to be seasonally varia-
ble end unpredictable in Boston Harbor and Massachusetts Bay. The varia-
bility in wind is illustrated in Figure 5.7. With respect to steady cur-
rents, Netcalf and Eddy �984! noted that although there appears to be a
bias for a long � term southerly current, in the short term  depending on
weather conditions and seasonal changes! net drift in any direction is

possible.

As has been pointed out in Chapter 3, we chose to use the linear
ve»inn of TEA in this work. As has been illustrated above, nonlinear

interactions undoubtably play an important role in producing the residual
circulation in Boston Harbor and such effects cannot be adequately modeled
by linear TEA. However. it was felt that linear TEA could accurately
represent the ma or features of the circulation pattern. and that a de-
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tai led Bt temp 0
tempt to model end validate the residual circulation was beyond

the scope of the present work.

Such a decision was ultimately based on the following factors'- 1! the

fiel
ld data necessary to validate and calibrate the residual circulation

mod ]ed b nonlinear TEA do not presently exist; 2! residual circulationno

appears to be quite sensitive to low frequency forcings, which are vari-
able, unpredictable, and difficult to model, and it is likely that nonline-
ar tide,l dynamics are no more important in driving the residual circulation
than these highly variable low frequency forcings; 3! the use of nonlinear
TEA would have increased computational expense by several orders of magni-
tude. Not only is linear TEA considerably less expensive than nonlinear

TEA, but, more importantly, it facilitates the incorpora.tion of efficiency

procedures within the transport model ELA which account for tremendous
savings in calculations involving periodic circulation  Section 5.4!.

Furthermore, given' 1! the variabilty in the low frequency forcings as

indicated above; 2! the absence of historical data to calibrate the result-
ing residual circuls.tion,; 3! the fact that our chemical data were collecred
within the harbor  as opposed to in the outer bay which would be more

sensitive to low frequency forcing!: and 4! the predominance of the M~

consitituent in current records. we chose to simulate circulation using the

semidiurnal  M,! constituent as the only forcing function. In making this

approximation, we were, in effect, choosing to model only the major fea-

tures of the advective velocity field with TEA. The additional mixing. not

explicitly accounted for by the circulation model, is then represented
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through the use of an elevated, seasonally dependent dispersion coefficient

within the transport model.

Having made this decision, it was then only necessary to decide upon

appropriate boundary conditions. Due to a lack of data along the open

ocean boundary, several simplifying assumptions were made, The tidal

amplitude was prescribed as varying linearly from 1.31 m at Cape Ann

 Gloucester! to 1 37 m at Chpe Cod  Race Point!. Furthermore, it was

assumed that the tide was in phase all along the ocean boundary. These

choices were based on records of mean tide level and high water phase

shifts at Gloucester and Race Point  NOAA, 1984!. The system was then

forced at a frequency v, where

and T = 12.4 hrs The linearized bottom friction factor was taken as

O.OO488 m/s  Westerink, 1984b!.

In light of the fact that calibration of a dispersion coefficient

within the transport model would. to some extent, account for inadequacies

in the simulation of the advective velocity field, and that hydrodynamic

field data in the harbor are sparse  some Eulerian data, no good 1sgrangian

data!, no attempt was made to specifically fit modeled circulation results

to field measurements. Nevertheless, in order to assure ourselves that we

were representing the major features of the circulation pattern. qualita-

tive comparisons were made against measured currents reported in Tidal

Current Charts  NOAA. 1974! and records of mean tide level at a number of
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stations  NOAA. 1984! . Figures 5. 8 through 5. 1 1 show simu lated current

velocit,ies in Boston Harbor at four different times within the semidiurnal

cyc 1 e  No te that at some poi nt s a 1 ong the shore 1 inc, TEA a 1 1 ows some

iealcage onto land. This is because TEA treats flux boundary conditions as

natural rather than essential and hence allows some error.! Figure 5.12

though 5.15 illustrate the corresponding velocities from Tidal Current

 These velocities represent the current at the time of spring

tides, and should therefore be somewhat larger than our simulated veloci-

ties which are based on mean tidal amplitudes. They can be scaled down

accordingly by tmltfplying by a factor of about 0.7 ! As can be seen, the

simulated velocities compare favorably. Table 5.2 contains recorded mean

tide levels at a number of stations from Cape Ann to Cape Cod. These

stations are supermimposed on simulated tidal amplitudes in Figure 5. 16.

Again, the comparison is qualitatively good.  Tidal phases could have been

treated analogously. However, the corresponding Ms phase observations were

not readily obtainable.!

Hence, it appears that linear TEA does accurately represent the major

Features of the mean circulation pattern. Of course, use oF only the Ms

«de results in some inaccuracies, including overprediction of tidal excur-

s«ns  and velocities! during neap tide and underprediction during spring

Howevers given the scope of the present study, it appears that our

results provide a reliable basis for the application of the transport

'mxlel ~ ELA, to Boston Harbor. Nevertheless' the importance of the residual

««lation cannot be overemphasized and future studies  employing nonline-

ar TEA and low frequency forcings! should focus on this.
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~Fi ure 5.8 Simulated Current Velocities in Boston Harbor
1 Hour Af te r High T ide
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ure 5.9 Simulated Current Velociriee in Soeton S rbor
4 Hours Atter High Tide
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Simulated Current Velocities in Boston Harbor
Hours After Low Tide
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High Tide  from NOAA Tidal Current Charts!
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Current Velocities in Boston Hsrbor 4 Hours After
gh Tide  from NOAA Tidal Current Charts!
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F 5 Current Velocities in Boston Harbor 1$ Hours After
Low Tide  from NOAA Tidal Current Charts!
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15 Current Velocities in Boston Harbor + Hours After
~ Tide  from NOAA Tidal Current Charts!
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Station Mean tide level m

1.31mGlousecter

Salem

Boston Light

1.34

1.37

Hull

Cohasset Harbor

Scituate

Plymouth

Race Point

1. 34

1. 34

~ boundary condition

 from NOAA, 1984!
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Table 5.2

Mean Tide Level from Gloucester to Race Point



~pt ute 6.16 Simulated Tidal Amplitudes iu Massachusetts Bay
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5.4 A lication of ELA to Boston Harbor

Use of linear TEA with only N2 forcing facilitates the incorporation

of some efficiency procedures within the Lagrangian tracking algorithm of

ELA. As was outlined in Chapter 3. ELA decouples the advection-diffusion

equation into a pure advection component and a pure diffusion component.

Computationally, the advection step, in which water parcels are tracked

backward in time along their characteristic lines from every node every

timestep, can account for the majority of the cost { 75% for a typical

Boston Harbor calculation!. By assuming only Mz forcing with linear TEA,

these particle trackings only have to be carried out for one tidal cycle.

Since each subsequent cycle is identical to the first, the feet of the

characteristic lines need only be computed at every timestep within the

first cycle and then saved. By choosing the timestep as some fraction of

the tidal cycle, the saved feet of the characteristic lines can then be

used in subsequent cycles This results in substantial computational

savings  Section 5 5!.

As outlined in Table 3 2, in addition to information regarding the

velocity field  output from TEA!. ELA requires as input boundary condi-

tions, source strength and location, dispersion coefficients, and decay

rates {piston velocities!. If the boundary is defined far enough from the

source, the boundary condition can simply be set at zero concentration.

Since the volatilization rates of our tracers are fairly high  an antici-

pated half-life on the order of days to weeks!, a zero concentration boun-

dary condition seemed reasonable. Hence, this condition was applied all

along the open ocean boundary of the domain defined in Figure 5.2.
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Based on considerations discussed in Chapters 2 and 4. the two

wastewater treatment plants discharging effluent into Boston Harbor were

assumed to be the only ma!or sources contributing VHOCs to the system.

These two treatment plants are located on Deer and Nut Islands. The

location of the sapor outfalls has been illustrated in Figure 4.4. These

outfalls are also illustrated in the computations.l domain in Figure 5.17.

Initial dilutions are dependent on the characteristics of the outfall

diffusers. In addition. they are functions of the current velocity at the

outfall location. Based on observations at the two outfalls  Metcalf and

Eddy, 1979b!, the following relationships «ere used-

S = 50.5U + 6.5 �.4.1!

S�= 31.7U + 5.5 �.0.2!

-139-

Source information must be specificed by the effluent flow rate, +.

the pollutant concentration in the effluent. Co. and the initial dilution.

As pointed out in  Rapter 0, Co, +, and the product C Q all tend to be

temporally variable. le chose to input Co+ as a constant but use it as

one of the independent variables For fitting model predictions to measured

data. This was accomplished by holding + constant for all simulations and

allowing Co to act as a model variable, varying from run to run. Simulated

concentations everywhere in the computational domain are directly propor-

tional to Cps. In as much as Q, C0 ~ and Co+ are not constants, treating

them as such in the model incurs some error. This will be discussed in

some detail below.
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S is the initial dilution at Deer Island

8 is the initial di.lution et Nut Island

U is the current speed  m'sec!

The dispersion coefficients, D , D , D . and D in equation
xx yy xy yx

�.3.L! represent the physical mechanisms causing horizontal spreading of a

contaminant within the water column. These mechanisms include- L! turbu-

lent diffusion, the mixing due to sssLLL scale turbulent velocity fluctua-

tions: 2! vertical shear, velocity nonuniformities over the thickness of

the water column which effectively create a horizontal spreading in the two-

dimensional concentration field  in a three � dimensional model, this shear

effect would be incorporated into the advective terms in the governing

equation!; and 3! su~rid scale dispersion, resulting from the spatial

discretization of the domain, since eddies can only be resolved by the

edvective terms if they are larger than the length scale of the elements of

the numerical grid. Additionally, any inaccuracies in representing the

advective velocity field  due to use of linear TEA, no low frequency forc-

ings, and only the X> tidal constitutent! are implictly included in the

dispersion coefficients when calibrating the model.

Due to the highly periodic nature of the tidal phenomenon, the disper-

sion coefficient should be time dependent. However, use of a temporally

constant dispersion coefficient facilitates matrix manipulation within the

numerical model  the diffusion matrix only needs to be inverted once! and

is justified by the large ratio of total simulation time to tidal period

 -30 to 60!. ALso, the dispersion coefficient should be spatially variable



and anisotropic, but this variability is difficult to quantify Hence.

considering these factors, we chose to model the dispersion coefficient as

homogeneous, isotropic, and temporally constant  D = D = D = Dxx

Because D must account For additional mixing not explicitly represent-

ed by 1%A, calibrated values were expected to be large. To some extent,

these artifically high dispersion coefficients reflect the magnitude of the

residual circulation and thus the efficiency of flushing. In fact, in

Chapter 6 the calibrated dispersion coefficients will be used to estimate a

harbor flushing rate. Note that the maximum physical value of D possible

is approximately L /I' where L is the tidal excursion  -3M km! and T is the

tidal period �2 4 hrs!. Hence, 9 " 200-350 m /sec. Values of D rang-
msx

ing from 30 m /sec to 150 m /sec were used fot our simulations.

The piston velocity, k. was used as a third independent variable

 along with Co and D! to fit model predictions to observations. Values of

k ranging from 1 cm/hr to ll cm/hr  reflecting the anticipated range of

values! were used. Piston velocities and volatilization have been dis-

cussed in detail in Chapter 2. Like dispersion coefficients, piston velo-

cities are temporally and spatially dependent. These variations, however,

are difficult to quantify and model. Hence. our piston velocities repre-

sent effective mean values over the length of the simulation and the region

examined. This will be discussed again in Chapter 6.

The timestep used for our simulations was T/0  where T = 12.4 hrs! or

roughly 3.1 hrs  Baptista, 1985!. Simulations were run until concentration

distributions reached a pseudo-steady state. That is, the simulations were
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startecl with an empty harbor  the inital condition being C = 0 everywhere!

and it took a finite amount of time For losses  decay and flushing! to

balance the continuous input. This is illustrated in Figure 5.18 where

total mass in the system is plotted versus time.  It is suspected that the

small periodic fluctuations in total mass are primarily due to inaccuracies

in fKA.! Simulations were run until the curve had leveled off to approxi-

mately 95X of the asymptotic level. Depending on the value of k used, this

could take anywhere from several days to a month of simulated time.

Figures 5.19 through 5.26 present results of model simulations with

different values of D and k in the form of contour maps of predicted con-

centration.  For all simulations presented, the mass loading was

10.7 kg/day at Deer Island and 2.7 Rg/day at Nut Island.! Based on these

results, several generalizations regarding both model behavior and harbor

mixing can be made:

a! Not unexpectedly, the model appears to be quite sensitive to both D

b! Substantial spatial variation in concentration occurs near the

source. In particular, a "hot spot" is simulated at a distance of

one tidal excursion from the source at high and low tides. Wis is

due to the variation of dilution with current speed and tends to be

reinforced with successive tidal cycles. Such an effect is resolv-

able due to our puff algorithm  described in Appendix I!. Any

variation in source concentration  if represented as model input!

would result in similar near field variability.
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~«e tp siaoiated concentrations  parts-per-trillion! in boston Harbor
at High Water Slack  D aa 60 m /sec; k l ce/hr!2
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2at Hi.gh Water Slack  D = 60 m /sec; k = 4 cm/hr!
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at High Water Slack  D = 60 m /sec; k 7 cn/hr!2
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2
at High Water Slack  D = 30 m /sec; k = 4 cm/hr!

-148-



Fi 5 23 Simulated Concentrations  parts-per-trillion! in Boston Harbor
2

at High Water Slack  D = 70 m /sec, k 4 cm/hr!
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at High Water Slack  D = 110 m /sec; k = 0 cm/hr!
2
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F ' 5 25 Simulated Concentrate ons  parts-per-trillion! in Boston Harbor

at High Mater Slack  D = 75 m /sec; k = 6 cm/hr!2
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at Low Water Slack  D = 15 n /sec; k = 6 cm/hr!2
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c! Even though sewage discharges are located where tidal velocities

are highest, simulated flushing is inefficient  regardless of the

value of D! and one sees substantial contaminant concentrations in

some portfons of the harbor far from the outfalls.

d! Contamfnants mey be carried well into Massachusetts Bay before they

are diluted by more than a factor of IOO.

incurred by inputting CoQ+ as constant rather than time � variable. the

following test problem was constructed. The model was run wf th given
values of k and D and Co~-Oo was input as constant and equal to the value A.
The sfmlatfon was twas then rerun with the same values of k and D, but with
Cga defined as time varying such that:

CsQg a A +  A/2! co~
�.4.3!

rhere T ~ I2.4 hrs and t ~and t ~ 0 corresponds to high tide. The variability
implied fn  S.4.3! is similar to tr o that described fn Chapter 4  ~!, Id
sas v I sua l I z~ed as a rorst-case scenarior o in terms of comparison with teste
using a constant value of A in that the t

e tide would reinforce an efy feet.
 In addition. we might expect anexpect an actual variation of thi f

s requency due to
the I~~ t ide gates mentioned previously. !

-l53-

As a final point before proceeding to discuss the actual model ca.li-

bration fn the next chapter, we return to the question of treating CoQo

a constant. In order to get some indication of the magnitude of the error



The resulting concentration contours for the two cases are presented

in Figure 5 27 and 5.28. As can be seen, the results are quite similar. A

closer inspection reveals that the run with time-variable COQo results in

slightly higher average concentrations. This is a consequence of the fact

that the first-order decay rate is depth dependent, being the quotient of a

constant piston velocity and variable depth. Werefore, due to tidal

dynamics. the total mass in the system is a function of how and where the

mass is input.

A quantitative comparison can be made by observing the time-varying

concentration at a number of nodes for both simulations. The ratio of

concentration predicted with variable QOCo to concentration predicted with

constant QoCo at these nodes can then be plotted versus time Figures 5,29

and 5.30 represent typical results Figure 5.29 shows the results for a

node within the harbor in the path of the plume Figure 5.30 represents

results for a node well outside the harbor mouth  M km northeast of the

Deer Island outfall!. At these  and other nodes not presented here! the

concentration difference was no more than 20 to 30X between simulations

 oftentimes. much less! This is about half of the variabiity introduced
at the source �0X!. Hence, the model does significantly damp the spatial

and temporal variability due to time-varying discharge concentration~

Thus, given the other approximations of the model and the fact that this

represents a worst-case scenario, it was concluded that treating the input

as constant was acceptable.



2at High Water Slack  D = 1G m /sec; k 10 cm/hr; constant source strength!
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at High Water Slack  D = lO m /sec; k = lO cm/hr; variable source strength!2
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5. 5 Com ~u ta t iona l nse

Table 5.3 summarizes the computational expense incurred. by TEA and ELA

for simulations of one tidal cycle �2.4 hrs! and 60 tidal cycles. It also

serves to illustrate the effect of the computational efficiency procedures

previously discussed. Computer simulations were made on a Digital VAX 780

and a. Digital Microvax II. Computational times for the two machines were

quite similar.

While Table 5.3 is largely self-explanatory. two points are worth

reiterating. First, nonlinear TEA is always more expensive than linear

TEA. The magnitude of this difference depends on the number of harmonics

and number of iterations used in nonlinear TEA. In general,

where ~ is the cost of nonlinear TEA, G is the cost of linear TEA
using 1 forcing frequency, N is the number of harmonics. and N is the

number of iterations. The cost of linear TEA is directly proportional to

the number of forcing frequencies.

Secondly. it is clear that using the efficiency procedures within the

tracking algorithm in ELA results in large computational savings for long

simulations. This is because only the dispersion and decay steps must be

repeated every timestep, while the advection calculations need only be

carried out for one cycle. For example. using a 12.4/6 = 2.1-hour time-

step, the cost of 60 tidal cycles is only 0 times greater than the cost of

one. For a 12.4-hour timestep, the cost of 60 cycles is less than twice



Table 5.3

Approxisete Computational Expense of TL4~<

CPU minutesmCirculation

I. linear TEA

II. nonlinear TEA
b

60 tidal c cles1 tidal cycleTranspor t

Backtracking of characteristics

Matrix inversion 101' lot10

Back substitution,
interpolation, decay

dt 2.1 hrs

dt = 12.4 hrs

Total

dt " 2.1 hrs

dt 12.4 hrs

316 4210

76 2/3 116 4010

-159-

a 1 frequency
b estismted time based on 10 frequencies and 10 iterations
m DEC VAX 780 computer
f one time calculation only if coefficients  D! are temporally constant
4 nonperiodic circulation



the cost of one cycle. Mch savings make it economically feasible to run a

large number of simulations.
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Chapter 6

Model Calibration

In Chapters 4 and 5 chemical measurements and model simulations were

used separately to draw some qualitative conclusions regarding pollutant

transport in Boston Harbor, In this chapters the same chemical measure-

ments are used tn. conjunction with modeling efforts to elucidate some more

quantitative information.

Such an exercise has a dual purpose. First, by comparing model predic-

tions to observations, one can begin to evaluate the predictive capabil-

ities of the model. Oftentimes, this process can be used to identify

specific model weaknesses which can subsequently be improved upon. In

effects it allows one to evaluate whether the pertinent physical and chemi-

cal processes are being included in, and adequately represented by, the

mode 1

Second, by adjusting model parameters to calibrate simulated concen-

trations to observed concentrations, one can obtain information regarding

the processes represented by these parameters. This is the classic "in-

verse problem" of using experimental data on a dependent variable  e.g.,

concentration! to obtain values for the independent variables  e.g., dis-

persion coefficients and volatilization rates!.

Model calibration and parameter estimation can become quite involved.

Our limited data, however, did not warrant the use of a highly complex

technique. The relatively simple calibration procedure that was used is
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described in the following section. Calibration results are then presented

and discussed, and based on these results. a number of conclusions are

drawn.

6.1 librati n Pr edur

hs has been pointed out in Chapter 5. KLA was calibrated using the

dispersion coefficient D, the piston velocity k, and the source strength

C +  more precisely. Co, since as mentioned in Chapter 5. + was held

constant and Co was the actual parameter being varied! as the independent

variables, Calibrations were based on comparisons between measurements and

simulated concentrations at the corresponding nodes. The measured concen-

tration at each site was taken as the average of the surface and deep water

values. Measurements were compared to simulated concentrations at high

water slack. Since the measurements were not completely synoptic with high

tide, the model was used to track the positions of the sampled water par-

cels backward or forward in time to high water slack. It was found that

due to the sssLll tidal velocites before and after high water slack, the

temporal error incurred by not sampling synoptically was no greater than

the spatial uncertainty of the sampling location  approx. 100 m!.

Measurements made in areas of high concentration gradient  i.e,,

directly in the contaminant plume! were not used. Six sampling sites with-

in the harbor were used for calibrating the model to all six compounds on

all three dates, with the exception of October. Only three sites were used

for the trihalomethanes in October due to interference from C80 inputs
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~fi ute 6.4 Combinations of D and k Used in Nodal Simulations
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C is the simulated concentration at node i and a l through ai9 are fitting
i

parameters For each node corresponding to a measurement site ~ equation

�.1.1! was fit to the data  i.e., the 22 model runs, consisting of values

of D, k, Co. and a corresponding C for each run! using a multivaria.te

linear regression. This procedure produced values of ail through ai at

each calibration node. A resulting approximation function for C /Co at a

typical calibration node is plotted as a function of D and k in the form of

a contour map in Figure 6.5. The 22 data points used to generate the func-

tion are superimposed on the plot. As can be seen, the function is smooth

and well � behaved. At each calibration node, greater than 99X of the varia-

tion  represented by the 22 model runs! could be explained by the function.

Hence, these functions proved to be excellent interpolators.

The chosen functions  reciprocal biquadratic dependence on D and k!

result in concentrations that decrease smoothly at high values of D and k

and increase rapidly at low values of D and k. As a result, they act as

good extrapolators at high values of D and k but poor extrapolators at low

values of D and k.

Having described the simulated concentration at any node as a continu-

ous function of the input parameters  D, k, and Cc!, the error between the

simulated concentration and the measured concentration at a. given node was

defined as:
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Based on this, the root mean square relative error for a given cali-

bration becomes-'

n

E! ! Eig
i=I

�.1.5!

where E is the total relative fitting error for compound j on any given

date. n is the number of calibration nodes. and E is as specified above.

By minimizing 8 with respect to D, k, and Co, best-fit values of these
three parameters were obtained for each compound on each date.

6. lib t Res 1t

The relative fitting error, E , is a function of the three independent

variables D, k, and Co. Figures 6.6 through 6.9 present some representa-

tive calibration results in which contours of errors E , are plotted as aT

function of two of the parameters, while the resm.ining parameter is held

constant. As can be seen, the error contours tend to form long shallow

valleys. This result indicates that the three parameters are not entirely

independent in their influence on concentration and therefore cannot be

completely separated from one another.
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where E is the relative fitting error at node i for compound j, C is

the measured concentration of coigxeml j at node i, and Ci is the simulated

concentration at node i  a function of D, K, and Co!.



0=75 M/SEC8ROMODI C HLOROMETH ANE

4 S

C  PPB!

-171-

~Ff ure 6.6 Contours of Relative Error Plotted as a Function of k and CC
at a F ixe 6 Value 0 f D



V II
4

O V 4

I5
5.
O.

0
O

Ql
X
IQ

Z I
hl
0
R
0

Z
V

O:

-172-

'O 4J

0

O O
4J

C Ql
04

W O a O
O

IQ
O W
O qj

4

4J
qf



k = 4 CM/HRTRI CHLOROETHYLE NE

130

110

90

O IJJ
0!

70

0 50

30 25 28 27 28 29 30 31 32 33 34 35
C  PP8!

~Fi ure 6.8 Contours of Relative Error Plotted as a Function of D and CD
at a Fixed Value of k

� l 73-



BROMOOICHLOROMKTHANE k = 5 CM/HR
130

iNQ

op

U
LU
CO

gp
Cl

50

30

~Fi ure 6.9 Contours of Relative Error Plotted as a Function of D and CD
at a Fixed Value of k



This behavior results not from poor model performance or parameter

choice, but rather from a lack of sufficient calibration data. Consider

specifically Figures 6.6 and 6.7, in which error contours are plotted as a

function oF k and Co at a constant value of D. The long shallow valleys

are particularly evident in these plots. indicating that k cannot be ade-

quately separated from Co. Although both of these parameters influence the

total mass in the system  mass increases as Co increases and k decreases!,

the value of Co affects the concentration in the harbor everywhere equally,

while the effect of k on the concentration distribution has a spatial

dependence. Our sampling coverage, however, is unable to adequately dis-

cern this difference,

To illustrate why this is the case, consider the following one-

dimensional transport equation as an analogy to our more complicated multi-

dimensional problem-'

The steady-state solution to this equation for a continuous plane

source located at x = 0 is  Harleman, 1980!:

�.2.2!

where the minus sign applies for positive values of x and the plus sign for

negative values of x. Q" is a source flow rate  volume/time area! ~ h is a

mean depth, D is the dispersion coefficient, k is a piston velocity, Co is
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source concentrat ion, C is concentration, and x i s di stance. The so lu-

tion is illustra.ted graphically using two separate sets of parameters in

Figure 6.10.

Both curves have identical values of D, Q", and h. However, in curve

Q, C is 25X lower and k is 43K lower than in curve A.  This example is

intended to illustrate qualitative behavior and hence the actual values and

units of X, D, Q", h, Co, and k are unimportant.! As can be clearly seen,

it is difficult to discern a difference between the two curves near the

source. Only by examining the curves far from the source   x] ! 1! can

they be distinguished.

This simple example is similar to the situation encountered in our

calibrations. The calibration points that were used were located in a

relatively snail region within several kilometers of the source  see Fig-

ures 6.1 through 6.3!. The insensitivity and interdependence of the cali-

brated parameters suggest that this is analogous to having all of the cali-

bration points located between x = � 1 and x = 1 in Figure 6.10. Hence we

are unable to adequately separate the effects the various parameters have

on the concentration distribution As a result, the calibration results

must be interpreted with caution. In particular, the inverse problem. in

which observations of concentration are used to inFer information regarding

the value of k and D, can only be solved by constraining one or more of the

parameters. Clearly, accurate and effective use oF this method for inves-

tigating volatilization and mixing will require synoptic observations both

near the source and in the extended far field.
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Table 6.1 tabulates the results of the calibrations. For each com-

pound on each date, the values of D, k, and Co+ that resulted in the best

fit are given along with the corresponding minimum error. In the following

section, these calibration results are used to draw some general conclu-

sions regarding the tracer experiments and model performance. The more

difficult inverse problem  in which information regarding D and k is in-

ferred! is addressed in Section 6.4.

6.3 General Dis ssi n f Mlibration Results

Calibration data limitations discussed above seriously restrict solu-

tion of the inverse problem. On the other hand, the results of Table 6.1

can still be used quite effectively to: 1! elucidate information regarding

the behavior of the tracers in the Boston Harbor system. .and 2! reach some

preliminary conclusions regarding model perforsmnce. This is done by

considering the values of the best-fit parameters and evaluating the magni-

tude of the fitting error. The former consists of examining the best-fit

parameters to determine whether or not they represent physically realistic

values. Since we have actual measurements of Co+, and have some knowledge

oF the factors governing k  Chapter 2!, these two parameters can be readily

evaluated in this manner. This is more difficult to do in the case of D,

howevers since this parameter is used not only to represent dispersion

processes, but also to correct for inaccuracies in our representation of

the mean velocity field  e.g., due to low-frequency forcing or nonlinear

dynamics!. %e do know, however, that on any given date the value of D must

The same for each tracer since the physical mixing processes act equally
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Table 6.1

Ch.libration Results- Best Fit Values of D. k, and Co+

CompoundDate

26.1 12 3 6

15.5 4.4 6

12.5 25,4 6

3.2 2.9 3

1.4 2.6 3

3.0 0.6 3

10 � 30-84 C8~ Z 1 o

<1»

2.7

1.3

6.5 16.6 6

20.4 6

83,8

103.46.170

75

> 1M <1»

>150 5.9

>150»

CHC I ~ 1 ~ >150 3.0

CHC1~Br

CHC1Br s

C8Brs

10 4

9.0105

>150 <1»

a input at Deer Island based on a modeled Q of 18.4 m /sec
root mean square relative error

i number of calibration points
» outside range of calibration values  k = l-ll cm/hr,

D = 30-150 m /sec!

� I 79�

CCl ~~1~

CHCl~1

GKlsBr

CHClBrz

CK3r~

C8sCX:I s

<X'-1 s~l g

CKCl~ls

CHC128r

QKlBrs

QSrs

GioKls

CCl~ ~ 1~

D k Cog+ Et nf
~m/sec fcCm/hr fl~<~da '[ ~X

48.8 12.9 6

7.9 14.1 6

5.2 13.5 6

38.0 14.0 6

95.5 4.9 6

95.2 3.6 6

51.1 6.5 6

18.2 19.2 6

10 0 21.2 6

21 9 19 9 6



on all dissolved substances. Hence, we can draw conclusions based on the

relative value of the calibrated dispersion coeFficients from compound to
compound.

.3.1 Behavi r of Tracer Co unds

The results of model calibrations will first be used to evaluate the

behavior of the tracer compounds. It is easiest to begin by examining the

various calibrated values of Co~, since this is the parameter about which

the most inforssttion is known  Table 4.2 and Appendix II!. A comparison of

calibrated values of Co+ to measured values of Cog+ separs.tes the tracers

into two groups- 1! the solvents and bromoform, whose calibrated values are

up to 10 times greater than observed values; and 2! bromodichloromethane

and chlorodibromomethane, whose calibrated values are within or slightly
above observed ranges. It is also apparent that in July the values of D

for the solvents and bromoform are at least 18 times higher and the values

oF k are at least two to three times lower than the corresponding values
for CHCI>Br and GKIBrs. The bromoform calibration in April follows the
same pattern.

These results suggest that there may be other sources of both solvents

and bromoform in the harbor that have not been accounted for, and that the

calibration procedure is attempting to account for these sources by adjust-
ing the values of D, k, and CpQp. The extra mass could be accounted for by
increasing CQQQ and/or decreasing k and could then be mixed in the direc-

tion of the unmodeled sources by elevating the dispersion coefficient.



It has been noted in the previous section that Co+ and k cannot be

adequately separated. Conceivably, this could account for the elevated

values of Cogo since one could constrain the value of Co+ to remain in the

observed range without drastically increasing the fitting error by simulta-

neously decreasing the values of k  i.e., moving along the valley in Figure

6.6 or 6.7!. However, there is no known volatilization mechanism that

would result in low'er values of k for the solvents than for the haloforms

 Chapter 2!. Since constraining the value of C would result in an even

lower ratio of k solvent! to k haloform!, this does not seem feasible.

Along similar lines, while all volatilization theories predict values of k

for bromoform to be less than or equal to those for the other two halo-

forms, no theory results in values that are as much as five to ten times

lower  as is the case in April and July!.

These conclusions are supported by available data. which, while quali-

tative. suggest that a number of additional sources may indeed be present.

Kaltofen and Lax �985! susmmrize the available information on the known

discharges into Boston Harbor, Other than the treatment plants. additional

potential sources of the solvents include- 1! numerous industrial outfalls

located on the various tributaries  i e.. the Mystic, chelsea, Charles, and

Neponset Rivers! and in the Inner Harbor whose discharges  quantified in

Section 4.1! contain chlorinated solvents  e.g., Monsanto, Exxon!; 2! nu-

merous shoreline landfills  e.g.. Spectacle Island, sites in Chelsea! which

may contribute solvents to the harbor via groundwater leaching; and 3! un-

permitted outfalls around the perimeter of the harbor that discharge de-

greasing and cleaning agents Although these sources are small and diffi-



cult to quantify, they are quite numerous and the solvents may be highly

concentrated in their discharges. Hence, it is not inconceivable that as a

whole they are comparable in magnitude to the treatment plants as sources

of chlorinated solvents.

As pointed out in Chapter 2. the only significant sources of bromoform

to natural waters are chlorinated discharges. In addition to the chlori-

nated treatment plant discharges, two power plants discharge cooling water

to Boston Harbor that is periodically chlorinated. The Boston Edison L St.

Generating Station in South Boston discharges up to ll m /sec of cooling

water to the Reserve Channel. The Boston Edison Nystic Station discharges

up to 40 m /sec of cooling water to the Mystic River. Although power

plants only chlorinate periodically  e.g.. once or twice a day for one

hour!, this would still amount to several m /sec of chlorinated effluent,

Since this effluent typically contains bromoform at part � per-billion con-

centrations  Battelle, 1982! ~ it is clear that the input of bromoform from

the power plants could be comparable to the input from the treatment facil-

ities. Note that the power plants do not introduce any significant' amounts

of the other two haloforms  QKlsBr and CZCIBrs!, since chlorination of

water having any appreciable salinity  ! 8 parts per thousand! results

almost exclusively in the production of bromoform  Helz, 1978!.

Summarizing, it appears that only CSClsBr and  ZClBrs can be used

effectively as tracers in Boston Harbor. The three solvents simply have

too many uncharacterizable sources. Given the widespread use and disposal

of the chlorinated solvents  Chapter 2!. it is likely that this is the case

in other coastal regions as well. On the other hand, although this study
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made no attempt to do so, it should be relatively easy to characterize

cooling water discharges with respect to bromoform, and since these sources

are small in number. and easy to identify, bromoform may still prove to be

an effective tracer

6.3.2 Model Performance

The complete evaluation of a complex numerical model requires a large

amount of data. Few, if any, complex circulation and transport models are

adequately validated. Nevertheless, limited data can of ten be used to draw

some general conclusions regarding the behavior of a model. In our case,

several general statements regarding model performance can be made.

The model simulations appear to agree well with observations. The

relative fitting errors in Table 6.1 range from IX to 20X, and considering

the uncertainties involved  e.g. ~ measurement errors. modeling assumptions

discussed in Chapter 5!, this is a reasonable agreement. More importantly,

for the case of the two haloforms  whose results are not biased by the

presence of unmodeled sources!, the best-fit parameters are physically

realistic. The values of Co are within  or slightly above! the observed

ranges. In addition, they have the correct relative magnitude  the concen-

tration of GKI>Br being somewhat greater than that of GK18rq!. The

values of k are also in expected ranges based on empirical equations  e,g..

Wolff and van der Hei/de, 1982! and previous studies  e.g., Emerson, 1975;

Peng et al., 1979!. This will be discussed in more detail in 6,4.1.

Although the value of D is several times higher than one might expect for

pure dispersion, this is to be expected since this parameter was used not



only to represent di sper s i ve processes, but al so to account f or aAvec t ive

processes not adequately modeled by TEA The calibrated values of D are

still less than the 9 defined in Chapter 5.

The fact that the model calibrations were able to indicate the pre-

sence of other sources is another positive reflection on model behavior.

In fact, this is the kind of problem that an effective harbor management

tool would be called on to solve.

More complete validation of I%A and ELA rill require large-scale

hydrodynamic and chemical measurements throughout the region. The results

of this study indicate that the models seem to adequately represent the

major processes involved and further validation efforts a.re therefore

justified.

6.4 luti n oF the In erse Problem Parameter Estimation

Hydrodynamic circulation and transport models such as TEA and ELA can

be used for two purposes. First, after having been validated by hydrody-

namic and chemical observations. they can be used to predict circulation

patterns and concentration distributions. Second, they can be used to

solve the inverse problem in which the models are calibrated using experi-

mental data in order to infer inforsmtion regarding processes represented

by' model parameters.

The following two subsections address the inverse problem. In 6.4.1,

model calibrations are used to infer information regarding volatilization

by examining best-fit values of k. In 6.4.2, best-fit values of D are used
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to infer a harbor flushing time . Given the results of 6.3.1, only EsBr

and CZCIBr2 are used to draw these inferences. Although the analyses ere

somewhat restricted due to a lack of calibration data, they are still high-

ly informs. tive.

6.4.1 Volatilization in Boston Harbor

As pointed out by Broecker and Peng �984! ~ existing methods for

studying volatilization processes in natural waters are difficult or impos-

sible to apply to coastal regions and are typically used only in simple

lake. stream, or open-ocean systems  e.g., Peng et al., 1974; Emerson.

1975; 13uran and Hemond, 1984!. Hence, one of the objectives of this work

was to investigate the use of multiple nonconservative tracers in conjunc-

tion with modeling efforts as a tool for studying volatilization processes

in natural waters. Such a method, if proved to be feasible in Boston

Harbor, could then be applied to other regions where traditional methods

are not applicable. The general procedure has been discussed in some

detail in the preceding chapters. Results are presented and discussed

below.

Figures 6.11 and 6,12 and Table 6,2 sunIsarize the environmental condi-

tions in the harbor for the two weeks prior to each sampling date. Figure

6.11 presents observed wind speeds and Figure 6 12 presents observed wave

height at Boston Harbor Light Station  Figure 4,2!. As was illustrated in

Figure 2.3, the piston velocity is extremely sensitive to environmental

conditions, primarily windspeed and wave climate, These figures indicate

that these parameters were highly variable in the two weeks prior to sam-
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Table 6.2

Effective Mean Wave Heights and Wind Speeds~
at Boston Harbor Light Station

Two Weeks Prior to Each Sampling Date

Wave height Wind speed

October 16-30, 1984

hpri 1 11 � 25. 1985

0.9

0.8

1.6

9.0

June 18 � July 2. 1985 10.9

+ Based on an exponential filter=

CW t!! = 4[1 � e j ! W t-fat!e
effective

where A is a normalization factor such that

A. 1 � -k t -kikt

iM
and k is chosen to represent an average first-order decay
rate  due to volatilization and flushiy!. For these
calculations, k was chosen as 1/14 day based on estimated
decay rates  see results of this section and Section 6.4.2!
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pling, especially in July. Furthermore, one would expect different por-

tions of the harbor to be sub/ected to different wind and wave conditions.

Hence, the calibrated values of k represent an effective mean of a tempor-

ally and spatially varying piston velocity.

As pointed out in Section 6.2. in the absence of adequate calibration

data, it is impossible to separate k from Cog+. Hence, in order to evalu-

ate the magnitude of the piston velocity, it is necessary to constrain the

value of Cot|o. If we had an accurate estisstte of the mean value of C ~

for several weeks prior to sampling. this would present no problem. How-

ever, observations of the source strength were only sade for several hours

prior to sampling the harbor. and due to the variability of the source,

these observations do not necessarily reflect the mean input. As a result,

it is not possible to obtain a precise estiite for k.

Table 6.3 presents calibration results for QK12Br and GKIBrs. These

results were generated by forcing Co+ to a given value and then minimizing

the error «ith respect to D and k. Values of CoQ were chosen to represent

the ranges � one standard deviation from the mean! observed in Deer Island

sewage effluent  Table 4.2 and Appendix II!. Figure 6.13 presents these

results graphically for CHC1Br2 on the April sampling date. Each curve

represents a different value of Co+ and describes  as a function of k! the

minimum error for varying values of D. Similar results  not shown! were

produced for both compounds on all three dates.

Based on these results, it is difficult to distinguish difi'erent

piston velocities from date to date or compound to compound, Nevertheless.

it can be stated that the piston velocity for these compounds on all three

� 189-



Table 6.3

C'alibrated Piston Velocities for GKl~Br and GKlBrs

GKlBr

k E
~cm/br ~XQ~c4gQ

k E
~cm/hr

Date

1. 18

3.24

4.11

3.88

4.78

<1»2.36 1.18

3. 2'

4. 11

4.78

<1»7-2-85 1. 18

4.78

» outside range of calibration values
a based on modeled Q oi 18.4 m /sec at Deer Island
b Co+ = 4.11 i 1.75; n = 54  Table 4.2!
c 0 + = 2.98 4 1.80; n = 54  Table 4.2!
d root mean square relative error
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2.36

3.24

4.11

5. 86

5.5

2.8 2.9

3.7 3.5

4.4 4.5

5.0 5.4

1.9 15.5

2.5 14.7

3.2 14.6

3.6 14.4

1.1 32.9

1.9 23.5

2.8 21.9

3.3 21.5

1.3 11.6

2.5 6.5

4.3 9.6

6.1 11.1

7.5 12.2

1.6 15.3

2.8 14.0

3.5 13 7

4.0 13.5

1, 1 28.6

2.6 23.0

3. 7 22.6

0.4 22. 1
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dates appears to fall within the range from I to 8 cm/hr. with the most

likely value  based on effluent observations and calibration fitting

errors! being 2 to 5 cm/hr. This corresponds to a stag~t film layer

thickness  see Chapter 2! ranging between 50 and 400 pm, with the most

likely value being 80 to 200 pm. Emerson �975! reported values of 600 pm

for small lakes, while open ocean values as Iow as 20 to 30 pm have been

reported  e.g., Peng et al., 1974; Peng et al. ~ 1979!. Our coastal water

values fall between these two extremes. Since a coastal embayment can be

considered to be intermediate between these two regimes  with respect to

fetch, windspeed, waves, etc.}, this is sn intuitively pleasing result. In

addition, these values agree well with empirical relationships that relate

windspeed to piston velocity. The empirical equations of Wolff and van der

Hei!de �982! require a wind speed of 8 to 13 knots to produce piston velo-

cities of 2 to 5 cm/hr for our compounds. This corresponds well to the

actual wind speeds observed  Figure 6.11!.

It was discussed in some detail in Chapter 2 that by simultaneously

examining the piston velocites of two compounds volatilizing at different

rates. the mechanism of volatilization can be inferred. This approach

consists of comparing the observed ratios of piston velocities to the

ratios predicted by various volatilization theories.

Unfortunately, in light of previous results' it appears that it may be

difficult to distinguish different piston velocities from compound to

«mpound. In fact, this conclusion can be reached by simply considering

the chemical observations without the aid of the model calibrations.

Figures 6,14 through 6.16 present the observed ratio of ~12Br to CZCIBr~
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at various points in the harbor. These ratios vary from 1.4 to 2.2. By

comparing these values to the values observed in the effluent, one can

evaluate whether or not the cuaptauwis are lost  i.e., through volatiliza-

tion! at different rates once they are introduced into the harbor, If the

ratio of these compounds in the effluent was signficantly different from

that observed in the harbor, one could conclude that they volatilize dif-

ferentially.

A preliminary examination of Figures 6.14 through 6.16 may lead one to

suspect significant differential volatilization is occuring since the ratio

in the plume at Deer Island is significantly higher than at other loca-

tions. However this is misleading since at that particular location, the

observed ratio is extremely sensitive to the instantaneous effluent ratio,

which is highly variable. In Fact, the effluent ratio varies from 0.89 to

2.39  k one standard deviation from the mean of S4 observations!, Clearly,

because of the variability of this source function, it is not possible to

distinguish whether or not the effluent ratios and harbor ratios are sig-

nificantly different.

Chlibration results illustrate the same point. In Figures 6.17

through 6,19 the ratio of k QKl~Br! to k CHClBr2! is contoured  solid

lines! as a function of Ce CBC1>Br! and Co QKlBrs!. These curves were

generated by choosing values of Cq and minimizing the fitting error with

respect to k  XClsBr!. k QKlBrs!. and D  which was forced to be the same

for both compounds!. Error contours  dsshed lines! are superimposed on the

ratio contours. Clearly, the error minima are very shallow and cannot be

«ed as a criterion for determining the piston velocity ratio.
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Hence. in order to determine the piston velocity ratio, the ratio oF

source strengths must be constrained. However, as was illustrated in

Figure 4.10 and pointed out above, this concentration ratio is highly vari-

able, ranging from 0.89 to 2.39. Since Figures 6.17 through 6.19 indicate

that the piston velocity ratio is quite sensitive to these source

strengths, it is impossible to determine whether the ratio of piston veloci-

ties is significantly greater than one  implying bubble infection! and

additional calibration data and/or source characterization data are needed

before any statement can be made regarding the mechanism of volatilization.

Although the results regsrding volatilization rates are imprecise and

those regarding volatilization mechanisms are inconclusive, this is due to

a lack of data, not an inadequate technique. The fact that the volatiliza.�

tion rates as determined by the calibrations clearly faIl within the ex-

pected range indicates that, given adequate data, this technique could be

used as a valuable tool for investigating volatilization rates and mecha-

nisms in regions that cannot be studied using traditional methods. This

type of approach has not been previously attempted. and this preliminary

effort has served to illustrate the technique, demonstrate its applicabili-

ty to a complex system, and identify data requirements.

6,0.2 Flushi Time For Boston Harbor

In Chapters 4 and 5. model simulations and tracer experiments suggest-

ed that. harbor flushing was inefficient. By using the model simulations in

conjunction with the tracer experiments, the flushing time of the harbor

can be quantified.
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I minimum theoretical tidal flushing time can be defined as:

m V
f F

where t is the minimum theoretical tidal flushing time. V is the total

volume of the harbor at high tide, and F is the average daily tidal flow

leaving on outgoing tides. Using values of 680 x 10 m for V and 550 x

10 m /day for F  Netcalf and Eddy, 1979b!, the tidal flushing time is -1.2

days. The actual flushing time will be much greater than this since most

of the water that leaves on the ebb returns on the Flood.

The flushing efficiency of a tidal embayment such as Boston Harbor

depends not on the mean tidal circulation, but on the residual circulation

In this study, residual circulation was represented by a calibrated disper-

sion coefficient. Hence, the magnitude of D should be related to the

flushing time of the harbor- large values oF D should correspond to small

flushing times.

Using dimensional analysis, a Flushing time for the harbor, t , can be

defined as

~L
f D

�.4 2!
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where tf is the harbor Flushing time, L is the characteristic length scale

of the harbor. and D is the calibrated dispersion coeFFicient. Taking a

characteristic harbor length scale of 8 km and a typical calibrated disper-

sion coefficient ranging from 50 m /sec to 100 m /sec, the Flushing time



the harbor is from one to two weeks. This value agrees well with

previous estinmtes  Ketchum, 195la; Ketchum, 1951b; Netcalf and Eddy.

-202-



Chapter 7

Conc lus ion

The harmonic finite element circulation model TEA and the Eulerian-

Lagrangian transport model ELA were modified and applied with high spatial

resolution to Boston Harbor. In addition, complementary tracer experiments

were carried out. The transport model was then calibrated to the tracer

measurements in order to evaluate model behavior and investigate physical

and chemical transport processes in the harbor.

Model simulations agree well «ith measurements, and calibrated

parameters have physically realistic values. Comparisons with observations

indicate that the models adequately represent the smjor processes acting in

the system and further validation efforts are justified

The applicabilty of a number of volatile halogenated or~le compounds

as tracers in coastal waters was investigated. Chemical measurements and

model simulations indicate that the source functions of the chlorinated

solvents are too complicated to facilitate the use of these compounds as

tracers. On the other hand. two of the trihalomethanes, CZC1~Br and

CSClBrs ~ appear well suited to served as tracers. Bromoform. although

possessing a somewhat more complicated source function, may also prove

useful.

The use of multiple nonconservative tracers in conjunction with model-

ing efforts in order to study volatilization processes in natural waters
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was discussed. Solution of the inverse problem to determine piston veloci-

ties in the harbor was limited by inadequate calibration data. As a re-

sult, piston velocities could only be determined to within a factor of 2 or

3. The values for QKLsBr and CRCIBrs appear to range from 2 to 5 cmfhr,

corresponding to stagnant film thicknesses of approxlrm.tely 80 to 200 pm.

These values fall between those found for open-ocean sites and small lakes.

In addition, the values agree well with empirical equations relating piston

velocity to «ind speed.

Due to a lack of calibration data. results regarding piston velocty

ratios  and hence volatilization mechanisms! were inconclusive. Neverthe-

less, this general technique for investigating volatilization rates and

mechanisms in natural waters   through model calibration! has been

illustrated here and shown to be applicable to complex systems that cannot

be studied using traditional methods. EFfective use of this method will

require synoptic observations in both the intermediate and far fields. as

well as a detailed knowledge of the source strength.

The tracer experiments and model simulations were used to evaluate

physical mixing in the harbor. Both approaches suggested that harbor

flushing was inefficient. Model calibrations indicate a harbor flushing

time oF one to two weeks.

7.2 Areas for Future Work and I r vements

Future research must focus on both the modeling and measurement as-

pects of this work. In terms of modeling, an effort should be made to

obtain a better understanding of low frequency forcings. In addition,
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nonlinear dynamics should be included by applying the nonlinear version of

TEA to the harbor. This can only be justified by obtaining complementary

hydr~mamic measurements against which TEA-NL can be validated. Such
measurements must include both Eulerian  current meters! and Lagrangian

 drifters! data.

If the circulation model could be properly validated, one could then

take full advantage of ELA's ability to model dispersion processes  «ithout

introducing significant numerical diffusion!. At that point it may be
useful to allow both the dispersion coefficient and the decay rate  piston

velocity! to be spatially and temporally variable.

In terms of chemical measurements, clearly an effort should be made to

better quantify the source strength at the treatment plants. This may

entail sampling the source continuously for several weeks prior to a sam-

pling trip. In addition. quantification of bromoform in power plant cool-
ing water effluents is necessary to enable one to use this compound as an

effective tracer.

Finally, end perhaps most importantly, future calibrations must be

based on many measurements made throughout the computational domain.

Hence, the tracer experiments must consist of numerous observations

 perhaps 50 to 100! made synoptically. near the source, in the backwater
regions of the harbors and well offshore into massachusetts Bay.
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SOURCE REPRESBG'ATION IN A NUMERICAL TRANSPORT MODEL

E. Eric Adams, Richard Kossik, and A. Melo Baptista

Dept. of Civil Engineering. Massachusetts Institute of Technology
Cambr idge, Massachuse t ts ~ USA

!IKNCI'ION

Numerical models are routinely used to solve the advection diffusion
equation for purposes of simulating pollutant transport in surface waters.
A coamon difficulty in most such applications is to adequately represent
concentrations in regions of high concentration gradient. For surface
water calculations. strong gradients are found primarily near sources
 e.g., pollutant outfalls!.

One procedure for handling such problems is to represent the continu-
ous plume near the source as the superposition of discrete puffs that are
advected forward in time until they are of sufficient size to be adequately
resolved with the numerical grid Such a procedure is well suited to
lagrangian Transport Models or Eulerian-Lagrangian models in which the
advection part of the advection-diffusion equation is simulated by a
 Lagrangian! tracking technique.

This approach has been incorporated into the 2 � D  depth-averaged!
transport model ELA  Baptista et al., 198%a, b!. ELA uses a split operator
approach solving advection with a backwards method of characteristics using
quadratic Lagrange polynomials for interpolation and using an implicit
Galerkin Finite Element method for diffusion. Transformation processes
such as volatilization are treated separately in a third operation. The
technique is illustrated in a simulation of halocarbon concentration dis-
tributions resulting from sewage discharges into Boston Harbor.

PROBLEM DESCRIFl'ION

Fig re 1 illustrates a typical problem 1nvolving ~ outfal p p1 i

discharging into a. coastal environment discretized with a relatively uni-
form grid. For purposes of discussion, the near field is defined as that
region over which discharge momentum and buoyancy significantlycantl influence

local flow patterns. For a typical sewage outfall this dimension may be of
order 10-100 m and no attempt is made to resolve concentrations within this
region. However, it is desired to simulate realistic distributions as
close to the near field as possible.

Theoretical analyses  e,g., Fourier analysis! and numerical experi-
ments by a number of researchers have shown that the ability to successful-
ly advect a pollutant source improves as the dimensionless source size i.e., characteristic source size divided by characteristic grid dimension!
increases. The minimum acceptable source size will depend on n the numerical

rocedure and such parameters as Peclet and Courant number an total simu-
plation time. but will fall in the general range of 3 to 10  Cr ya and

pinder, 1976; Baptista et al., 1985!. This criterion is not met, in gener-
al. for typical grid sizes of order 100-1000 m. As a result. artificial
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diffusiol is introduced, either by the schem itself, or by the model user
rtificially introduces the mass over a Larger-than-realistic region.

f f t the concentration distribution becomes artificially and instan-In e ect ~~us ly spread until it is wide enough to be advected sat i sf actor i ly,
Th result' is erroneous prediction over an intermediate region at least as
1 as that r~uired for physical processes to provide similar mixi~.arge as
For tidal applications, this intermediate region can easily extend for a

of one tidal excursion or more. For regions of strong tidal
currents such as Hoston Harbors this can represent several kilometers or a
significant fraction of the computational domain.

Figure 1 suggests three possible procedures for improving resolution
uP to the Point at which Physical Processes have sPread the poLLut t
enough to be resolved  i.e., the intermediate field!: a! loca 1 grid refin
ment, b! stochastic particle tracking, and c! use of puffs.

With finite element models. grid refinement is conceptually straight
Forward. However, when the affected area is substantiaL, and multiple
sources are involved. matrix size and bandwidth may increase substantially
resulting in e. significant increase in computational cost.

Particle tracking has been proposed as a way to resolve strong concen-
tration gradients in Eulerian � Lagrangian models of groundwater transport
 Newsmn. 1984!. Using this approach, particles would be released at a rate
corresponding to their effluent concentrations and advected by the known
flow field. Diffusion can be handled by assigning a random or pseudo velo-
city component to the advected flow The process is continued until the
particles have diffused over sufficient elements that a smooth concentra-
tion field can be computed for subsequent discretized calculation. A major
drawback with this approach is that, in order to accurately convert parti-
cle density to concentration, a large number of particles must be tracked
in relation to the number of grid points.

A third option involves the use of puFfs as suggested by Adams et al ~
�975! and used by Holly and Usseglio � Polatera �%H!. In such an ap-
proach, the intermediate field plume is represented by a number of discrete
puffs, released one at a time, with a size proportional to the near Field
mixing zone. As with particles, each puff is tracked forward in time-
However, dispersion is handled by dispersing the puffs in accordance wit»
prescribed dispersion Law, e.g., as determined by a tracer study or as
estimated from the literature  Okubo, 1971!. In contrast with particles.
this may involve as little as one tracking per unit of time thus reducing
costs. As illustrated below, the present approach is really a hybrid
using up to five trackings per puff in order to better define puff spread
ing. Nonetheless. the savings should still be substantial.

BETAILS

Figure 2 illustrates, schematically, puff placement for the simple
case of a constant current The elapsed time depicted is T = NAt whe"e A
is the basic cs the basic computational time step between alternate advection and dif "
sion calculations with ELA.  At = 3.1 hours is used in the Following

Assume MAt is t
Full size. M = 1 ha

the minimum duration required for the puffs to ~tu"
  = has been used in our calculations.! As indicated by
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n

a = I [ x -x<! +  y -yi! ]
i i �!

If puffs are to be tracked over a long period of time. Equations �! and
�! can be used sequentially over a number of time steps, with the first
term on the right-hand side of Equation �! taken to be the last value of
a from Equation �!. It is apparent that the ma!or difference between
this hybrid method and one using exclusively particles  i.e.. Figure 2b! is
the way in which diffusion is calculated.

The above technique has been used to simulate the fate of treated
sewage effluent discharged into Boston Harbor on the western shore of Mass-
achusetts Bay. Boston Harbor has approximate mean width and depth of 10 km
and 10 m, snd is characterized by numerous islands and complicated bottom
topography. Flow is primarily tidally driven with mean amplitude of about
1.4 m.

Figure 3 sketches the finite element grids that are used. The largest
grid  Figure 3a! includes 888 triangular elements with linear basis func-
tions used to compute circulation with the harmonic circula.tion model ~

1~~!. Transport calculations are made with the inner Westerink et al 1"~

g   gu ! comprised of triangles with quadratic interpolation func-grid  Fi re 3b! c
tions used for the finite element  diffusion! calculations and for the
interpolation component of the sdvection calculations. The two ma!or
effluent sources are indicated  as black dots! on Figure 3b- the Deer
sland Treatment Plant  to the north! and the Nut Island Treatment plant

 to the south! discharging respectively 18.4 m /s and 5,9 m /s.
Field measurements indicate that near field dilution is a strong func

tion of tidal hase obep baying the following approximate relations-

S = 50-5~uI + 6.5  Deer Is.!

S = 31 7 u! + 5 5  Nut Is.! �!
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In a depth-integrated model, D represents physical mixing  dispersion
associated with horizontal and vertical current shear as well as turbulent
diffusion! plus fluid convergence/divergence effects associated with chang
ing bottom and free surface elevation. Hence D would be expected
with spatial position and time.

To help separate these effects, and render the intermediate
sPreading of Puffs similar to the far field mixing handled by fi~ite ele
ment, an equivalent "diffusionless" puff distribution at time T can be
computed by tracking n � 1 additional particles. These particles are
distributed initially at a distance of ao from the source center  x , yo!
and are tracked along «ith the puff center. The equivalent a is then
approximated as the geometric mean of the distances between particles i and
the center of mass-



where lul is in zh s. For the Deer Is. outfall. ]u] va i
to 0-61 ~s b tween slack tide ~ ~i~ flood resulti i 1

~ u varies from about 0.07
resu ting in almost a

of fouz variation in dilution �0   S   37!. For Nut Is., 0.04
< 0 25 ~s resulting in a factor of two variation in dilution � < S <

13!.

Figure g illustrates computed concentration contours for the compound 1,1.1-
trichloroethane, an industrial solvent discharged through both outfalls at
a concentration of approximately 6.7 ppb. Simulations are shown at high
tide under conditions of periodic steady-state due to Ns tidal forcing
 period � 12.4 hours!, no wind stress  resulting in minimal residual circu-
lation! ~ an ambient diffusion coefficient of 10 m /s, and a piston velocity
of 10 em/br describing volatilization. Measurements of halocarbon concen-
t ra t i ons have a. l s o been taken i n the harbor and sub s tan t i a te the 2-D as sump-

parallel efforts are now under way aimed at a! model validation,
b! establishing the viability of halocarbons as sewage tracers ~ and c! ex-
ploring the process of volatilization by comparing the geochemical frac-
tionation of several related compounds both discharged and measured simul-
taneously. However. for present purposes, Figure 4 is presented to illus-
trate the sensitivity of predicted concentrations to the source representa-
tion. In particular. note the area of high concentrations west of the
discharge from Deer Island and southwest of the discharge from Nut Island.
These high concentrations represent effluent that was discharged during low
tide when near field dilution is low and that has been advected toward
shore during flood tide. preliminary field measurements have confirmed
this phenomenon. Figure 5a depicts corresponding high tide concentrations
resulting from only the puffs released near the Deer Island outfall during
the most recent 6.2 hours  M = 1, At = 3.1 hours! and Figure 5b shows the
local grid. The factor of approximately 2,5 between concentrations at the
western and eastern edges of the plume  representing discharge at low and
high tide respectively! and those in the center  representing discharge
during flood tide! is apparent.

The above calculations were made with a time step of 3.1 hours or one-
fourth of a tidal period. As such, substantial computational savings were
possible by saving, for each of the four tidal phases, both 1! the feet of
the characteristic lines emanating backwards from each grid point necessary
for computing far field concentration and 2! the intermed Pumediate field ff

statistics  Ar. xf ~ yf ~ rz!. Using this procedure it is estizmLted that the
CpU time required for a two-week simulation �7 tidal cycles
proximate time required to reach periodic steady sta !state! is about two times

required for a single tidal cycle. While morre accurate calculations
lo er re ting intervals, itw uld use additional tidal components, with onge pea

is likely in many instances that transport calcculations would still

~«ed for multiple cycles, hence justifying the storage,

"lN~USIONS

«iently to provide increased resolution near ef luent o r
po els, Outfal o gu

usion coefficients!, and puff represe tillustration, but more sophistication can be employed if des re
ranted by available data.
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SEWAGE
OUTFALL

GRID RESOLUTION STOCHASTIC PART ICLES DIFFUSING PUFFS

Figure 1. Techniques to Improve Near Source Resolution

MAt Figure 2. Schematic of Puff Placement
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Simulated Intermediate and Far Field Concentration
D'stribution at High Tide for Q0 = 24.7 m /sec,i 2
C = 6.7 pbb, k = 10 cm/hr, and D = l0 m /sec

0
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Figure 5a. Simulated Intermediate Field Concentration Distribution
at High Tide  Elapsed Time ~ 6 hrs! Corresponding to
Conditions of Figure 4

Figure 5b. Detail of Grid Within Border Shown in Figure 5a
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